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Abstract

In this paper, we give a comparison theorem for reflected anticipated
backward stochastic differential equations (ABSDEs).
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1 Introduction

It is well known that one of the achievements of BSDE theory is the comparison
theorem. In this paper we are concerned with the comparison theorem for the
following reflected ABSDE:
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where δ(·) : [0, T ] → R

+ \ {0} and ζ(·) : [0, T ] → R
+ \ {0} are continuous

functions satisfying
(a1) there exists a constant C ≥ 0 such that for each t ∈ [0, T ],

t+ δ(t) ≤ T + C, t + ζ(t) ≤ T + C;

(a2) there exists a constant M ≥ 0 such that for each t ∈ [0, T ] and each
nonnegative integrable function g(·),

∫ T

t

g(s+ δ(s))ds ≤ M

∫ T+C

t

g(s)ds,

∫ T

t

g(s+ ζ(s))ds ≤ M

∫ T+C

t

g(s)ds.
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For this, we first introduce some notations and preliminaries.
Let {Bt; t ≥ 0} be a d-dimensional standard Brownian motion on a proba-

bility space (Ω,F , P ) and (Ft)t≥0 be its natural filtration. Denote by | · | the
norm in R

m. Given T > 0, we will use the following notations:

• L2(FT ;R
m) := {ξ ∈ R

m | ξ is an FT -measurable random variable such
that E|ξ|2 < +∞};

• L2
F (0, T ;R

m) := {ϕ : Ω× [0, T ] → R
m | ϕ is an Ft-progressively measur-

able process such that E
∫ T

0
|ϕt|

2dt < +∞};

• S2
F(0, T ;R

m) := {ϕ : Ω × [0, T ] → R
m | ϕ is a continuous and Ft-

progressively measurable process such that E[sup0≤t≤T |ϕt|
2] < +∞};

• A2(0, T ;R) = {K : Ω × [0, T ] → R | K is an F -adapted continuous
increasing process such that K0 = 0 and KT ∈ L2(FT )}.

For the terminal condition (ξ
(j)
t , η

(j)
t )t∈[T,T+C], the generator fj(ω, s, y, z, θ, φ) :

Ω× [0, T ]× R× R
d × S2

F(s, T + C;R)× L2
F (s, T + C;Rd) → L2(Fs), and the

”obstacle” (S
(j)
t )t∈[0,T ], we suppose that

(H1) (ξ(j), η(j)) ∈ S2
F(T, T + C;R)× L2

F (T, T + C;Rd).
(H2) There exists a constant Lfj > 0 such that for each s ∈ [0, T ], y, y′ ∈ R,

z, z′ ∈ R
d, θ, θ′ ∈ L2

F (s, T + C;R), φ, φ′ ∈ L2
F (s, T + C;Rd), r, r̄ ∈ [s, T + C],

the following holds:

|fj(s, y, z, θr, φr̄)−fj(s, y
′, z′, θ′r, φ

′
r̄)| ≤ Lfj (|y−y′|+|z−z′|+EFs[|θr−θ′r|+|θr̄−φ′

r̄|]);

(H3) E[
∫ T

0
|fj(s, 0, 0, 0, 0)|

2ds] < +∞.

(H4) S
(j)
· is a continuous progressively measurable real-valued process sat-

isfying E sup0≤t≤T [(S
(j)
t )+]2 < +∞ and S

(j)
T ≤ ξ

(j)
T .

Let us review the existence and uniqueness theorem from [2].

Theorem 1.1 Assume that (a1), (a2) and (H1)-(H4) hold, then the re-
flected ABSDE (1) has a unique solution (Y, Z,K) ∈ S2

F(0, T ;R)×L2
F(0, T ;R

d)×
A2(0, T ;R).

The next result plays a key role in the next part. Readers are referred to
[1] for its detailed proof.

Lemma 1.2 Putting t0 = T , we define by iteration

ti := min{t ∈ [0, T ] : min{s+δ(1)(s), s+δ(2)(s)} ≥ ti−1, for all s ∈ [t, T ]}, i ≥ 1.

Set N := max{i : ti−1 > 0}. Then N is finite, tN = 0 and

[0, T ] = [0, tN−1] ∪ [tN−1, tN−2] ∪ · · · ∪ [t2, t1] ∪ [t1, T ].
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2 Main Results

Consider two reflected ABSDEs (1) for j = 1, 2. Then by Theorem 1.1,
either of the reflected ABSDEs has a unique adapted solution, denoted by
(Y (j), Z(j), K(j)).

Theorem 2.1 Let (Y (j), Z(j), K(j)) ∈ S2
F(0, T ;R)×L2

F(0, T ;R
d)×A2(0, T ;R)

(j = 1, 2) be the unique solutions to reflected ABSDEs (1) respectively. Assume
that

(i) ξ
(1)
s ≥ ξ

(2)
s , s ∈ [T, T + C], a.s.;

(ii) for each s ∈ [0, T ], (y, z) ∈ R× R
d, θ(j) ∈ S2

F(s, T + C;R) (j = 1, 2) such

that θ(1) ≥ θ(2), {θ
(j)
r }r∈[s,T ] is a continuous semimartingale and {θ

(j)
r }r∈[T,T+C] =

{ξ
(j)
r }r∈[T,T+C],

f1(s, y, z, θ
(1)
s+δ(s), η

(1)
s+ζ(s)) ≥ f2(s, y, z, θ

(2)
s+δ(s), η

(2)
s+ζ(s)), a.e., a.s.,

f1(s, y, z, θ
(1)
s+δ(s),

d〈θ(1), B〉r
dr

|r=s+ζ(s)) ≥ f2(s, y, z, θ
(2)
s+δ(s),

d〈θ(2), B〉r
dr

|r=s+ζ(s)), a.e., a.s.,

f1(s, y, z, ξ
(1)
s+δ(s),

d〈θ(1), B〉r
dr

|r=s+ζ(s)) ≥ f2(s, y, z, ξ
(2)
s+δ(s),

d〈θ(2), B〉r
dr

|r=s+ζ(s)), a.e., a.s.;

(iii) S
(1)
s ≥ S

(2)
s , s ∈ [0, T ], a.s..

Then Y
(1)
t ≥ Y

(2)
t , dK

(1)
t ≤ dK

(2)
t , t ∈ [0, T ], a.s..

Proof. According to Lemma 1.2, consider the problem one time interval by
one time interval. For the first step, we consider the case when t ∈ [t1, T ], then
equivalently we can consider the following reflected BSDE over time interval
[t1, T ]:

{

Y
1,(j)
t = ξ

(j)
T +

∫ T

t
f(s, Y

1,(j)
s , Z

1,(j)
s , ξ

(j)
s+δ(s), η

(j)
s+ζ(s))ds+K

1,(j)
T −K

1,(j)
t −

∫ T

t
Z

1,(j)
s dBs;

Y
1,(j)
t ≥ S

(j)
t , t ∈ [t1, T ],

∫ T

t1
(Y

1,(j)
t − S

(j)
t )dK

1,(j)
t = 0.

from which we have

Z
1,(j)
t =

d〈Y 1,(j), B〉t
dt

, t ∈ [t1, T ]. (2)

Noticing that ξ(j) ∈ S2
F (T, T + C;R) (j = 1, 2) and ξ(1) ≥ ξ(2), from (ii), we

can get, for s ∈ [t1, T ], y ∈ R, z ∈ R
d,

f1(s, y, z, ξ
(1)
s+δ(s), η

(1)
s+ζ(s)) ≥ f2(s, y, z, ξ

(2)
s+δ(s), η

(2)
s+ζ(s)).

According to the comparison result for reflected BSDEs, we can get
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Y
1,(1)
t ≥ Y

1,(2)
t , dK

1,(1)
t ≤ dK

1,(2)
t , t ∈ [t1, T ], a.s.,

i.e.,
Y

(1)
t ≥ Y

(2)
t , dK

(1)
t ≤ dK

(2)
t , t ∈ [t1, T + C], a.s.. (3)

For the second step, we consider the case when t ∈ [t2, t1]. Similarly, we
can consider the following reflected BSDE over [t2, t1] equivalently:

{

Y
2,(j)
t = Y

(j)
t1

+
∫ t1

t
f(s, Y

2,(j)
s , Z

2,(j)
s , Y

(j)
s+δ(s), Z

(j)
s+ζ(s))ds+K

2,(j)
t1

−K
2,(j)
t −

∫ t1

t
Z

2,(j)
s dBs;

Y
2,(j)
t ≥ S

(j)
t , t ∈ [t2, t1],

∫ t1

t2
(Y

2,(j)
t − S

(j)
t )dK

2,(j)
t = 0.

from which we have Z
2,(j)
t = d〈Y 2,(j),B〉t

dt
for t ∈ [t2, t1]. Noticing (2) and (3),

according to (ii), we have, for s ∈ [t2, t1], y ∈ R, z ∈ R
d,

f1(s, y, z, Y
(1)
s+δ(s), Z

(1)
s+ζ(s)) ≥ f2(s, y, z, Y

(2)
s+δ(s), Z

(2)
s+ζ(s)).

Applying the comparison result for reflected BSDEs again, we can finally get

Y
(1)
t ≥ Y

(2)
t , dK

(1)
t ≤ dK

(2)
t , t ∈ [t2, t1], a.s..

Similarly to the above steps, we can give the proofs for the other cases
when t ∈ [t3, t2], [t4, t3], · · · , [tN , tN−1]. 2

Remark 2.2 If f1 and f2 are independent of the anticipated term of Z,
then the three inequalities in (ii) can reduce to one inequality:

f1(t, y, z, θ
(1)
t+δ(t)) ≥ f2(t, y, z, θ

(2)
t+δ(t)).
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