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1. I N T R O D U C T I O N 

The schcduling problem has been a ehailenge to researehers and 

manufacturers for several decades. With advanccs in tcchnology, thc 

associatcd diffîcultics tend to be nıore sophisticated. This creates an inercasing 

need for improved usagc of thc costly maclıincry. Hcncc Ihc melhodologics for 

modelling a scheduling problem, i.e., representalion and manipulation of 

scheduling informalion, gain a nc\v importance (Turkscn et al. 1992). The 

schcduling funetion plays an importaııl role in automated maııufacturing 

systems (AMS) and cspccially in Flcxib!c Manufacturing Systems (FMSs), 

Hovvcver, A M S schcduling is Iremendously compiex duc lo combinatorial 

explosion, technological conslraints and goals to be achieved (Alptekin and 

Rabelo 1992). Tiıerc havc been numcrous stud.ics by operation researeh and 

artifıciaİ intclligencc researehers on thc schcduling problem in manufacturing 

systems över ten years. Research in scheduling has focused on understanding 

Ihe variety of schcduling environments that cxist, and construeting scheduling 

modcls specific to these particular cases. Four typcs of schcduling problem 

arc distinguishcd in thc litcralurc:singlc machinc-single operation, parallcl 

machines-single operation, flo\vshop scries of machincs-multiple operations, 

job shop netvvork of machincs-multiple operations (Turkscn et al. 1992). Job 
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shop scheduling problems in A M S can be solved by follmving thrcc types of 

melhods: a) exhaustive methods (0-1 algoritlım ete), b) heuristic criteria (list 

scheduling, shifling bottleneck), c) natural aigorithms (i.e simulated 

annealing, genetic aigorithms) (Alfano ct al. 1994). To date numerous papers 

have been pubiished on the job shop schcduling in A M S using heuristic 

knowledge-based systems. Erschler and Esquirol (1986) presented a job-shop 

scheduling system, M A S C O T , which uses a constraint-based analysis. An 

expert scheduling system to the preecding was presented in Bensana et al. 

(1986). The job shop scheduling system, O P A L , integrales the constraint-

based analysis modüle with the rule-based decision support modüle. The 

control strategy of the decision-support modüle is based on the fuzzy set 

methodology. Subramanyam and Askin (1986) discussed an approach for 

scheduling an F M S on a daily basis for t\vo shifls to meel the vveckly 

produetion requircmcnl Sha\v and Winston (1985) studied the planning and 

control problem in a cellular flexible manufacturing system as a general job 

shop scheduling. ISIS , deveioped by Fox (1983) at thc Carnegie Mellon 

University, is a well-kno\vn expert scheduling system for large-scale job 

shops. K B S S is deveioped and presented by Kusiak (1990) for job shop 

scheduling in AMS environment (Kusiak 1990). Modifıed algoritlım in this 

paper is taken K B S S as a 'skeleton' bul instead of using inference engine and 

individual rules L R A rule and new rule combinalİons are used. 

2. SCHEDULİNG R U L E S 

Two difTerent types of scheduling rules are used in modifıed algorithm. One of 

them is L R A rule and the others are based on combinating of tvvo scheduling 

rules. First combination is called as L S O - S A O , second is L U A - S ( L D R ) , third 

is SPT-BP, fourth and last one is R A N . These rules are fıred in the sequence 

of L R A , L S O - S A O , L U A - S ( L D R ) , SPT-BP and R A N . I f more than one 
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operation is sclected by a rule, thc next rules perform thc furthcr selection. 

Details of the rules are given below. 

2. l . L R A ( Largest Relative Advantage) rule, 

This rule was suggestcd by Roll el al. for using in automated 

manufacturing systems, especially in FMS . The rule proposes vvhich 

operation should be pcrformcd by a machine, each time it becomes available. 

Whcn a machine completes an operation, the rule searehers for an available 

operation on item vvhich (i) can be processed on the machine, and (ii) can be 

processed cfftciently on that machine vvith the entirc system in mind. 

The L R A rule is best explained by a short example. Table 1 displays 

machines, operations, and the respeetive processing times (bold faced). For 

example, the processing time of operation '03* on machine 'M2' is 46 time 

units. An emply celi indicates that an operation cannot be performed on that 

machine. L R A scheduling ruje is as follovvs: 

(1) Down every column (operation), selcet each non-empty celi, in 

turn. • Sübtract its processing time from the minimal aiternative processing 

time in that column. For example, thc best aiternative to processing operation 

'04' on machine *M3' is to proccss it on machine 'Mİ'; vvith a time difference 

of 3 units (regular print). A positive difference means that no better aiternative 

exists, vvhile negative difference means that selceling an aiternative machine 

vvould entail an inerease in processing time. 



26 İ.Ü. İşletme Fakültesi Deıgisi C: 24S: 1 /Nisan 1995 

Table 1. L R A rule, examplc matrix. 

MachA Op. 01 02 03 04 05 

Mİ 70 - 45 

I V 

79 oo 

I 

31 - 3 

III 

39 6 

II 

M2 25 45 

[ 

46 28 

II 

35 - 7 

I V 

45 - 6 

III 

M3 75 -50 

III 

74 -28 

II 

28 3 

I 

(2) Along each row (machine) set a priority ranking (Ui(}) ( Roman 

numerals in Tablc 1) in descending order. For cxamplc, thc operations that 

can be performed by machine 'M2* are ranked in the. order: '01' (45), '03' 

(28), '05' (-6), '04' (-7) (Arzi and Roil 1993). 

In this paper L R A rule matrix is used for each resource to select the 

operation vvhich has the best priority ranking. 

2.2. L S O - S A O rule 

This rule is the combination of tvvo rules. L S O rule seleets an 

operation \vith the largest number of succesive operations. S A O seleets an 

operation belonging to a part with thc minimum number of sehedulable 

operations (according to updatcd Sı) , i f a n operation succecds L S O and S A O 

rules at thc sam e time is seleeted. 

2.3. L U O - S ( L D R ) rule 

This rule is the combination of tvvo rules. L U O rule seleets an 

operation belonging to a part vvilh the largest number of unprocessed 

operations (Kusiak 1990). S ( L D R ) , proposed as a nevv rule in this paper, 
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seleets the smallcst value of largest diffcrcnccs belvvecn basic processing time 

and each of the aiternative processing time of operation i vvhich is thc member 

of updated Sı . i f a n operation succeeds L U O and S ( L D R ) rules at the same 

time is seleeted. 

2.4. SPT-BP rule 

This rule combination has n liltlc difference. S P T rule is thc wcll-

knovvn scheduling rule that seleets an operation vvith thc shortest processing 

time. Instead of selceling minimum or maximum of valucs of operations, BP 

rule seleets thc operation vvhich is using basic proccss plan. Alike abovc 

combinations, operation vvhich succeeds tvvo rules at the same time is seleeted. 

2.5 R A N rule 

Algorithm necds this rule to avoid of uncxpeclcd bottlcnccks. I f more 

than one operation passes above ati, R A N rule randomly seleets an operation. 

3. MODİFIED HEURİSTİC R U L E - B A S E D ALGORİTHM 

A process plan specifıcs thc operations belonging to the part, processing times 

of ali operations, and thc resourccs requircd such as machines, lools, or 

pallcts / fixturcs. 

In many manufacturing systems, one associates vvith each part a basic 

process plan and or more aiternative basic plans. 

3.1 Notation 

Before the modifıed heuristic algoritlım is presented, notation and 

defınitions are given belovv: 

/ = set of ali operations 

K = set of ali parts 

IPf, = set of operations belonging to part l\ ,k eK 

L = set of ali resource types 
Ql - s e t of resourccs of typc /,/ e /, 
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dk - due date of part Pktk eK 

fi = completion time of operation /,/ e I 

Tt^ = remaining processing time of operation /,/ el 

(Uiq ) ' = priority ranking of operation i which is processed using resource of 

t y p e U &î\q sQJ <=L 

IlSjfc - = number of successive operations of operation / in part 

Pk,i&I,k<=K 

nPik= n u m D e r ° f unprocessed operations in part Pk corresponding to 

operation 
el,k eK 

t = current schcduling time 

7} = resource q of lype / , q e Q,, I eL 

In particular, the follovving for typc of resources are used: 

• Machine (/ = 1) 

• Tool (1 = 2) 

• Pallet/fıxuıre(/=-3) 

• Material handling carrier (/ = 4) 

Resource rt is available if it can be used vvithout any delay, q & Q,J e l . 

The status srlq of such resource cquals 1; othervvise srîq = 0. 

A process plan PP^V) of a part Pk is a vector of triplets, each 

containing operation number, processing time, and set of resources to process 

the operation. It is denoted as follovvs: 

where ^=(r£\r£\....Av>),qeQ,leL 

pp(v) = 
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a, , i , ,b denotes operation numbers, 

v = 0 denotes the basic process plan, 

v = 1,2, , denotes an aiternative process plan, and 
(v) _ processing time of operation i using process plan v. 

(0) ^ ,(v) 
Without loss of generality, it is assumed that ^ — V j ^1 vvhich holds 

in praetice. 

A process plan PP^ for part I\ and the corresponding operations 

is available, If each element in PP^ has been specificd. 

Operation i is sehedulable at lime t, if 

1. No other operation that belongs to the same part is bcing processed 

at time t, 

2. Aİ1 operations preceeding operation i havc been completed before 

time t, and 

3. AH resourccs required by the basic process plan to process 

operation i are available at time t. 

Based on above definitions, further notation is introduced: 

Operation status 

0 operation i is not sehedulable 

1 operation i is sehedulable 

2 operation i is being processed 

(seheduled) 

3 operation i has been completed 

Resource status sr, 

1 resource rlq is available 

0 othenvise 
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Sj ~ set of operations vvith si = 7,7 = 0,1,2,3,4,/ e / 

Stk = slack time of part Pk, stk = (dk -1 - £ /, < 0 )) for 

YlOlk = number of sehedulable operations in Sxr\IPkJ e / e X 

(Kusiak 1990). 

Modifıed algorithm uses Kusiak's algorilhm strueture but it has tvvo 

signifıcant differences. L R A lable vvhich is determined for each resource is 

substitutcd for thc inference engine. Thc sccond difference, inslcad of using 

Kusiak's individual rules, is combinatcd schcduling rules vvhich are given 

belovv. 

Rule 1: L R A rule 

Rule 2: L S O - S A O rule 

Rule 3: L U O - S ( L D R ) rule 

Rule 4: SPT-BP rule 

Rule 5: R A N rule 

3.2 Algorithm 
Step 0. Set currenl time t - 0 and resource status srlq = 1, q e Q,, / e L. and 

construct L R A table like for each resource. 

Step 1. Construct thc fo'lovving two sels: 

* Set So of nonsehedulable operations (sj=0) 

• Set S ı of sehedulable operations (sj=l) 

Step 2. In thc set S ı , selcet an operation i * based on the follovving schcduling 
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rules: 

L R A P l : /'* = { İ \min { ( U i q ) l = l } a min {(Uiq ) ' = 2 } a , . . . . , 

min { { U i q ) l = n } } , i eSuq eQ9lsL. 
L S O - P2: /'* = { / I max {nsjk } a min {noif£}}, k <E K,İ e £ , 
SAO 

L U O - P3: / = { / I max { Y l p i k } a min 

S(LDR) { m a x { 
i 

SPT-BP P4: C = {İ imin {tj0)} ,İ e S 
R A N P5: break a tic randomly. 

Step 3. Set 

• Operation J * = 2 for operation / * seleeted in step 2. 

• Operation status Sj = 0 for ali unprocessed operations of 

the part corresponding to operation İ* 

Delctc operation /'* from *Sj. If S j Sö = 0 , stop; 

olhervvise, set 

• Remaining processing time /*/.* 

• Resource status = 0 , for 

Update S j and S 0 . If S ı * 0 , golu step 2. If S ı = 0 ,go to 

step 4. 
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Step 4. Construct set S2 , and 

o Calculate completion time f- ~ Tt + gS2. 

« Set current time t - f° = m i n { ^ } ,/ <E S 2 . 

« Sel operation status S * ~ 3 . 

• Dcletc operation / from S2 

» Set resource status 

• Set remaining time ATj; = fj — t,İ ^S2-

Update S] and S2 . 

Step 5. I f S j w Sn = 0 , stop othervvise go to step 6. 

Step 6. If S | * 0 , go to step 2. If S j = 0 go to step 4. 

Fİovvchart of the above given algorithm is illustrated in figüre 1. 

During scheduling procedure, duc dates of each part aren't imposed as 

Kusiak's knovvtedge basc algorithm becausc of comparing tvvo aigorithms 

objectively. Using predelermined due dates tvvo aigorithms are comparcd in 

the last seetion. 

In the ncxt seetion, modifıed heuristic algorithm is illustrated 

vvith Kusiak's numerical examplc. 

4. S O L V I N G NUMERİCAL E X A M P L E . 

Example 

Schcdule 12 operations of threc parts shovvn in figüre 1 on three machines. It 

is assumed that 

• Threc different tools are available to process the operation 

(This feature shovvs that produetion system is nol F M S ). 

• Ali other resources are unlimited, and 
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Sriecl an opaatim 

Upıtıts sete a* sdedJabla 
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operations 
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Yes 

Figüre 1 Flowchart d Ihe proposed 
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S2 ernptyî / 

No 

C o m p ı i e processmg and 
f emamg («ne and ifjdale 

al dabıs and sets 

CalaJate completion time. 
ıpdale aU sets and set 

resouce slatus as fcasiıle 
far completed operation 
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• Due dates are not imposed. 

The follovving notation is used for resources: 

= machine (resource type l ) , q = 1,2,3 

r 2 ^ = tool (resource type 2), q= 1,2,3 

The machine and tool status are rcpresented as follovvs: 
sr^q =machinc status, q=l ,2,3 

srlq =lool status, q= 1,2,3 

^ =the processing time tj^ of operation i in the basic 

process plan. 

The basic process plans of the four parts are as follows; 

PPl<°)= [(1A2,2),(2,5,1,3),(3,2,3,2)] 

P P 2 ( ° ) - [(4A1,3),(5,3,2,2),(6,3S3,1)] 

PP3(°>=;[ (7 .3 .3 , l ) 1 (8 ,3 , l ,2) f (9 ,6 ,3 , l ) , (10 > 2 1 l f 3)] 

PP 4(0)=[(n,4,3,2),(12,3,2,3)] 

Note that for any triplet in the basic process plans, thc first elements 

denotes operation number, the second denotes processing time and the third 

pair denotes the required machine number (resource type 1) and tool number 

(resource type 2), 

The aiternative process plans for thc four parts are: 

P P , 0 ) = [ ( 1 , 6 , 3 , 1 ) X 2 A 2 , 2 ) A 4 , U ) ] 

PP1 <2)= [d ,7,1 ,3),(2,7,1,2), (3,5,1,3)] 

P P 2 0 ) = [(4,6,1,3),(5,3,2,2),(6,3,3,1)J 

PP 2 (2)= [(4;8,3,1),(5,8,1,3),(6,5,2,3)1 

P P 3
( I ) = [(7,4 s3,2),(8,5,313)1(9,7,21l),(IO,2,3,2)] 

PP3(2)=[(7,4 )2,2),(8,5,2>1),(9,9,1,3),(10,4,1,2)] 

p p 4 ( l ) = [(ll ,4,l ,3) s (12,5,l ,2)] 

P p 4 ( 2 ) = 1(11,4,3,1),(12,6,3,3)] 
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Parti 

Part 2 

Part 3 

Part 4 

Figüre 2. Parts vvith operations and precedence constratnts. 



36 İ.Ü. İşletme Fakültesi Dergisi O 24 S. 1 /Nisan 1995 

Solution procedure 

Step 0. Set current time t=0 and srjq= 1, 1=1,2, q^ 1,2,3. and construct the 

L R A table for each 

resource (1=1,2) as follovvs: 

Table 2. L R A table for machines. 

01 02 03 04 05 06 07 08 09 10 11 12 

M 7 -3 5 1 4 -2 6 2 8 - 5 -2 3 2 9 -3 2 2 4 0 S -2 

1 VI III V 1 5 V I VII I IV V 

7 -2 5 -3 VII 4 -2 

V VI V 

M 4 2 6 - 6 2 3 I S -2 4 - S -2 7 -1 3 2 

2 I 1 I II IV 1 IV III I 

III 
-

m 

M 6 -2 2 2 8 -2 4 - 3 2 3 l 5 -2 6 1 2 2 4 0 6 -3 

3 V I V I 1 II V II I III VI 

IV 4 - 4 0 

I III 

IV 
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Table 3. L R A table for tools. 

01 02 03 04 05 06 07 08 09 10 11 12 

M 6 -2 4 -2 8 -2 4 -1 3 2 3 1 5 -2 fi I 4 0 

1 V V V IV 1 11 V 11 

7 - l 

IV 

111 

M 4 2 « -1 1 2 6 2 3 1 S -2 4 -1 3 2 2 2 4 0 5 -2 

2 1 IV 

7 -2 

V 

1 1 II V I V 

4 -1 

IV 

1 1 

4 -2 

IV 

111 V 

M 7 -3 5 ) S -3 * 2 8 -S S -2 5 -2 9 -3 2 2 4 0 3 2 

3 V 11 V 1 VI IV IV V I 111 

6 -3 

VI 

Step 1. Construct thc follovving lwo sets: 

S 0 = {2,3,6,10} 

S r {1,4,5,7,8,9,11,12} 

Step 2. Using scheduling rule 1, operations, 1,4,7,8,9,12, are seleeted and 

rule 2 is triggered. According to the sccond rule, operation 1 is seleeted. 

Step 3. Set: 

»1=2 

S2=0, s 3 =0 

Since S 0 ^ S ı = {2,3,4,5,6,7,8,9,10,11,12}* 0 , set: 

r t r t r 4 

s r 1 2 = ®> s r 2 2 = 0 
Set of sehedulable operations S ı = {4,7,8,9} * 0 . Go to step 2. 
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Step 2. Using scheduling rules 1 and 2, operation 4 is seleeted. 

Step 3. Set: 

S4=2 

s 5=0, s 6 =0 

Since S 0 u S]= {2,3,5,6,7,8,9,10,11,12}* 0 , set: 

rt4= 6 

s r u = 0, s r 2 3 = 0 

Set of sehedulable operations S] = {7, 9, U } * 0 . Go to step 2. 

Step 2. Using rules 1 and 2, operation 9 is seleeted. 

Step 3. Set: 

S9=2 

s 7=0, s 8=0, s 1 0 = 0 

Since S o ^ S ^ {2,3,5,6,7,8,10,11,12}* 0 , set: 

rt9= to= 6 

s r 1 3 = 0, s r 2 1 = 0 

Since ali resources aren't idle set of sehedulable operations Sı = 0 . Go to 

step 4. 

Step 4. Construct S 2 - {1,4,9}. 

• Calculate completion time f j= 4, f 4 = 6, fo= 6. 

• Sel current lime t= f i - min^fifi}- 4. 

• Set sı = 3. 

• Dcletc operation 1 from S 2 . 

• Set sr| 2 = 1, s r 2 2 = 1 

• Set remaining time rt4= 6 - 4 = 2, rt9= 6 - 4 = 2. 

Update S i = { 2 } . 

Step 5. Since Sı ^ S 0 = {2,3,5,6,7,8,10,11,12} * 0 , goto step 6. 

Step 6. S j - {2 } * 0 , go to step 2. 

Step 2. Using rule 1, operation 2 is seleeted. 
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Afler seven itcralions, details are given in table 4, Ihe gantt chart of the final 

schcdule obtained and is shovvn in figüre 3. 

(3) 
M1 

M2 

M3 

(2) 

0) 

(k) 

(3) (2) (3) 

6 10 

(2) 

(D 

12 

(D (2) (D 

13 15 18 

Operation i uses tool k and is processed 
according to the basic process plan 

Operation j uses tool I and is processed 
|H according to the aiternative process plan 

Tim 

Figüre 3. The final schedule 

Table 4. Details of the iteralions 

iteration 

number 1 2 3 4 5 6 7 

seleeted 

operations 1,4,9 ..2 7,11 5 12,8 10,3 6 
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5. C O N C L U S I O N 

In order to cvaluale thc quality of solutions generated by Kusiak's 

K B S S and modifıed algorithm, seven measures of performance vvere used: 

• Maximum flovv time (Fmax) 

F m a y r m a x { F 7 ^ î 
\q 

• Average flovv time (F) 

\q = i 

• Latencss of thc parts ( L k ) 

ı*k7 • Q - dk , 
Ck

 177 Completion time oj part k. 

• Tardiness (1\) 

Tk = max{ Ck-dk,0J 

• Machine utilization (Um) 

V m = î , V l q / N 
1<? = 1 

Where 

u ı f = WK 
M(\qy= the set of operations processed on machine l q . 
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• Basic and aiternative process plan utilization (Ufrp, Uap) 

UbP= nhp/ (nhp + nap) 

Ubp= Kap / ( nbp + Hap) 

vvhere n^p=-- number of processed operations using basic process plan. 

nap= number of processed operations using aiternative process plan. 

Duc dates are assumcd of four parts as 17,17,19 and 10 . 

Computational results of the tvvo algorithm for numerical example are 

presented in Table 5. Modifıed algorithm gives us a betler results than 

Kusiak's K B S S but it has to be lested on real and comp!cx job shop 

problems. The real applicalion of modifıed algorithm vvill be presented in near 

futurc. 

Measurcs of Kusiak's Modifıed 

Pcrfornıance K B S S algorithm 

F 
max 

21 18 

F 18.6 15.334 

L l -5 -2 

0 1 

2 -4 

A , 8 3 

Tk 8 3 

u m 
.968 1 

u b a .417 .75 

.583 .25 
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