T it e T e T L S R L TR A L L R PRSI S SRR NI L B S D

Al MODIFIED HEURISTIC JOB SHOP SCHEDULING
ALGORITHM IN AUTOMATED MANUFACTURING

SYSTEMS
‘ Prof. Dr. Giincs GENCYILMAZ

Arg.Grv. Sakir ESNAF
Urctim Anabilim Dah

1. INTRODUCTION

The scheduling  problem has been a challenge to rescarchers and
manufacturcers for scveral decades. With advances in technology, the
associated difficultics tend to be morce sophisticated. This creales an inercasing
nced for improved usage of the costly machinery. Henee the melhodologics for
.modclling a scheduling problem, i.c., representalion and manipulation of
scheduling informalion, gain a néw importance (Turksen ct al. 1992). The
scheduling function plays an importanl role in automated manufacturing
systcms (AMS) and cspecially in Flexible Manufacturing Systems (FMSs).
However, AMS scheduling is Tremendously compiex duc lo combinatorial
cxplosion, technological conslraints and goals to be achicved (Alptekin and
Rabclo 1992). There have been numcrous studics by operation rescarch and
artificial intclligence rescarchers on the scheduling problem in manufacturing
sysicms over ten years. Rescarch in scheduling has focused on undcrstanding
The varicty of scheduling environments that exist, and constructing scheduling
modcls specific to these particular cascs. Four types of scheduling problém
arc distinguished in the literature:single machinc-single operation, parallcl
machincs-single operation, flowshop scries of machincs-multiple operations,

job shop nctwork of machincs-multiplc opcrations (Turkscn ct al. 1992). job
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shop scheduling problems in AMS can be solved by fbllowing three types of
methods: a) exhaustive methods {0-1 algoritlim etc.), b) heuristic criteria (list
scheduling, shifling bottleneck), c) natural algorithms (i.e simulated
annealing, genetic algorithms) (Alfano ct al. 1994) . To date numerous papers
have been pubiished on the job shop scheduling in AMS using heuristic
knowledge-based systems. Erschler and Esquirol (1986) presented a job-shop
scheduling” system, MASCOT, which uses a constraint-based analysis. An
expert scheduling system to the preecding was presented in Bensana et al.
(1986). The job shop scheduling system, OPAL, integrates the constraint-

based analysis module with the rule-based decision support module. The

control strategy of the decision-support module is based on the fuzzy set
methodology. Subramanyam and Askin (1986) discussed an approach for
scheduling an FMS on a daily basis for two shifis to meel the “weckly
produetion requircment Shaw and Winston (1985) studied the planning and
control problem in a cellular flexible manufacturing system as a general Jjob
shop scheduling. ISIS, deveioped by Fox (1983) at thc Carnegie Mellon
University, is a well-known expert scheduling system for large-scale job:
shops. KBSS is devcioped and presented by Kusiak (1990) for job shop
scheduling in AMS environment (Kusiak 1990). Modified algoritim in this
paper is taken KBSS as a 'skeleton’ but instead of using inference engine and

individual rules LRA rule and new rule combinations are used.

2. SCHEDULING RULES

Two different types of scheduling rules are used in modified algorithm. One of
them is LRA rule and the others are based on combinating of two scheduling
rules. First combination is called as LSO-SAO, second is LUA-S(LDR), third
is SPT-BP, fourth and last one is RAN. These rules are fired in the sequence
of LRA, LSO-SAO, LUA-S(LDR), SPT-BP and RAN . If more than one
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operation is sclected by a rule, thc next rules perform the further selection.
Details of the rules are given below.
2.1 LRA ( Largest Relative Advantage ) rule,

This rule was suggestcd by Roll el al. for using in automated

manufacturing systems, especially in FMS . The rule proposes which

operation should be pcrformcd by a machine, each time it becomes available.
When a machine compleles an operation, the rule scarehers for an available
operation on item which (i) can be processed on the machine, and (ii) can be
processed cfiiciently on that machine with the entirc system in mind.

The LRA rule is best explained by a short example. Table 1 displays
machines, operations, and the respeetive processing times (bold faced). For
example, the processing time ofi operation '03' on machine 'M2' is 46 time
units. An emply celi indicates that an operation cannot be performed on that

machine. LRA scheduling rule is as follows:

(1) Down every column (operation), selcel each non-empty celi, in
turn.-Subtract its processing time [rom the minimal ailernative processing
time in that column. For example, the best alternative to processing operation
'04' on machine 'M3' is to proccss it on machine 'M1'; with a time difference
oﬁ 3 units (regular print). A positive difference means that no better aiternative
exists, while negative difference means that selceling an alternative machine

would entail an inerease in processing time.
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Table 1. LRA rule, cxample matrix.

Mach.\ Op. 01 0 03 04 05
Ml 70 -45 |79 o3t -3 |3 6
v 1 I 1l
M2 25 45 46 28 |35 -7 |45 -6
I | 1l v 1
M3 75 -50 74 -28 |28 3
I 1l I

(2) Along cach row (machinc) sct a priority ranking (U,q )1 ( Roman

numerals in Tablc 1) in descending order. For ¢cxample, the operations that
can be performed by machine 'M2' arc ranked in the_ order: '01' {45), '03'
(28), '05' (-6), '04' (-7) (Arz and Roil 1993).

In this paper LRA rule matrix is uscd for cach resource Lo sclect the
operation which has the best priority ranking.
2.2. LSO-SAO rule

This rule is the combination of two rules. LSO rule sclects an
operation with the largest number of succesive operations. SAO sclects an
operation belonging to a part with thc minimum number of schedulable
operations (according to updatcd S|). Il an operation succeeds LSO and SAO
rules at the same time is sclected.
2.3. LUO-S(LDR) rule

This rule is the combination of two rules. LUO rule sclects an
opcration belonging to a part wilh the largest number of unprocessed
opcrations (Kusiak 1990). S(LDR), proposcd as a new rulc in this paper,
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scleets the smallest value of largest diffcrences belwecn basic processing time
and cach of the aiternative processing time of opcration i which is thc member
. of updated Sj. If an opcration succeeds LUO and S(LDR) rules at the same
time is sclected.
2.4, SPT-BP nule

' This rule combination has a liltlc difference. SPT rule is the well-
known scheduling rule that scleets an operation with the shortest processing
time. Instcad of sc'lcciing minimum or maximum of valucs of opcrations, BP
rule sclects the operation which is using basic proccss plan. Alike above
combinations, operation which succeeds two rulcs at the same time is sclected.
2.5 RAN rule

Algorithm nccds this rule to avoid of uncxpecled bottlenceks. If more

than vnec operation passes above ali, RAN rule randomly scleets an operation.

3. MODIFIED HEURISTIC RULE-BASED ALGORITHM
A process plan specilics the operations belonging Lo the part, processing times
of all operations, and thc resources requircd such as machines, lools, or
pallcts / fixturcs.

In many manufacturing systems, onc associates with cach part a basic
process plan and or more aitcrnative basic plans. ‘
3.1 Notation

Before the modilied heuristic algorithm is presented, notation and
definitions are given below;
I =sct of ali operations
K =setofali parts
IPk = sel of operations belonging to part /. k €K

L =sct of all resource types
Q, =set of resources of type /,/ € /.
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d, =ducdatcofpan P, k€K

f‘f = completion time of operation i,/ €

rf, = remaining processing time of operation i,/ € /.

(U iq )’= priority ranking of opcration i which is processed using resource of
wypeliel,geQ,lel

ns, .= number of successive operations of operation /in  part
P el kek

np, = number of unprocessed operations in part F, corresponding to

- operation
ijel kek
!t = current scheduling time
tjg = resource qof lype l,qeQ, lel

In particular, the following for typc of resources are used:
+ Machine (/= 1)
* Tool (/=2)
« Pallet / fixinre (/ = 3)
» Material handling carricr (/ = 4)

Resource 7, is available if it can be used without any delay, g €Q,,/ € L. .

The status sr;, of such resource cquals 1; otherwise sr, = 0.
A process plan PP™ of a part P, isa vector of triplets, cach

containing operation number, processing time, and set of resources to process

the operation. It is denoted as follows:
— ) o ) p)
PRO=[(a,10 R, (40, BO), (b5 R,

where R(V) = (’}EIV)>’}¢(IV)>5"}EIV)))q EQI’I EL
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a,......,i,.....,b denotes operation numbers,
v = 0 denotes the basic process plan,

v=1,2......, denotes an alternative process plan, and

M

= processing time of operation i using process plan v.

29

Without loss of generality, it is assumed that Ij(o) < ti(v) L & I which holds

in praetice.

* A process plan P.Pk(v) for part F, and the corresponding operations

is available, If each clement in Rf;{(v) has been specificd.

Operation i is sehedulable at lime t, if

1. No other operation that belongs to the same part is being processed

at time t,

2. All operations preceeding operation i have been completed before

time t, and

3. All resourccs required by the basic process plan to process

operation i are available at time t.

Based on above definitions, further notation is introduced:

( seheduled)

I resource #,, is available

Resource status St g =

0 othenwise

0 operation i is not schedulable

I operation i is schedulable
Operation status S = { 2 operation i is being processed

3 operation i has been completed
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§, = sct of operations with s, = j, j=0,1,2,3,4,f e/

St, =slack time ofipart P, st, =(d, —1- 2 1) for

keK,ie§,us,

RO, = number of schedulable operations in §, ~IP, iel k €K

(Kusiak 1990).

Modificd algorithm uscs Kusiak's algorilhm structure but it has two
significant differences. LRA lable which is determined for cach resource is
substituted for the inference engine. The sccond difference, inslcad of using
Kusiak's individual rules, is combinated scheduling rules which arc given
below.

Rule I: LRA rule

Rule 2: LSO-SAO rule

Rule 3: LUO-S(LDR) rule

Rulc 4: SPT-BP rule

Rule 5: RAN nule
3.2 Algorithm
Step 0. Set currenl time t = 0 and resource status sty, =1, g €(),,/ € L. and

construct LRA table like for each resource.

Step 1. Construct the fo'lowing Lwo sets:
« Sct Sy of nonschedulable operations {s;=0}
« Sct S| of schedulable operations {s;=1}

Step 2. In the set Sy, seleet an operation i* based on the following scheduling
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rules: ‘

LRA Pl i = {i |min {(IJ,.q)’='}Amfn {(IJ,.q)’=2}A,_...,
min {(U,-q)!:"} b, 1e€8,9€Q.,lel.

LSO- P2 i = (i |max(nsy,}Amin{noy i, k €Ki S,

SAO

LUO- P3:4" ={ i |max (NP} A min
S(LDR) {maX{t(t,.(O) — M\ v=1,. VL kek,ies,
‘ .

SPT-BP P4: | =(i fmm{t,.(m},ieS
RAN  PS5: break a tic randomly.

Step 3. Set
¢ Operation .S".* = 2 for operation I *seleeted in siep 2.
» Operation slatus §; = O forall unprocessed operations of -
the part corresponding to operation i*
Delcic operation i from 5. If S, WS, =, stop;
olherwise, set )
» Remaining processing lime l‘t", « =1 ’.(V) _
e Resource stalus Shy = 0, for

Y eR",geQ,lel.

Update S; and Sg . If S12 O, golostep 2. If S|=@ golo
step 4.
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Step 4. Construct set So , and
s Calculate completion time fj =rt+t,le Sz-

e Sct currcnttimctzf;-a = min{jj} 1 ESZ.

« Scl operation status S‘ . =3

e Dcletc operation i from Sy,
e Sct resource status
— (v}
sh, =1.h, € RY .q EQ,,I eL
« Sct remaining time #7, = f; tie Sz.

Update Syand Sp.
Step 5. I S w Sp =, stop otherwise go to step 6.
Step 6. If S} # (3, gotostep 2. Il §1 =4I gotosiep 4.

Flowchart of the above given algorithm is illustrated in figure 1.
During scheduling procedure, duc dates of cach part arcn't imposed as
Kusiak's knowtedge basc algorithm becausc of comparing two aigorithms
objectively. Using predelermined due dates two algorithms arc comparcd in
the last scetion. _

In the next seetion, modified heuristic algorithm is illustrated
with Kusiak's numerical examplc.
4. SOLVING NUMERICAL EXAMPLE.
Example
Schedule 12 operations of threc parts shown in figure 1 on three machines. It
is assumed that

e Three different tools are available to process the operation

(This fecature shows that production system is nol FMS ).

e Ali other resources are unlimited, and
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¢ Due dates are not imposed.

The following notation is used for resources:

Nq =machine (resource type 1), ¢=1,2,3

_ hy = tool (resource type 2), g=1,2,3 ,
The machine and tool status are rcpresented as follows:
Shig =machinc status, g=1,2,3
S1y, =lool status, q=1,2,3
(0)
L

I; =the processing time of operation i in the basic

process plan.

The basic process plzins ofithe four parts are as follows:
PP1(0=[(1,4,2,2),(2,5,1,3),(3,2,3,2)]
PP,(0)=[(4,6,1,3),(5,3,2,2),(6,3,3,1)]
PP3(0)=[(7,3,3,1),(8,3,1,2),(9,6,3,1),(10,2,1,3)]
pp4(0)= [(11,4,3,2),(12,3,2,3)]

Note that for any triplet in the basic process plans, the first elements

denotes operation number, the second denotes processing time and the third
pair denotes the required machine number (resource type 1) and tool number
(resource type 2),

The aiternative process plans for the four parts are:

PP (D=[(1,6,3,1),2,6,2,2),(3,4,1,1)]
PP1(2)=1(1,7,1,3),(2,7,1,2),(3,5,1,3)]
PP,(1)=[(4,6,1,3),(5,3,2,2),(6,3,3,1)]
PP5(2)=[(4,8,3,1),(5,8,1,3),(6,5,2,3)]
PP3()=(7,4,3,2),(8,5,3.3),09,7,2,1),(10,2,3,2)]
PP3(2)=[(7,4,2,2),(8,5,2,1),9.9,1,3),(10,4,1,2)]
pp4(D=1(11,4,1,3)(12.5,1,2)]
pp,(2)=1(11,4,3,1),(12,6,3,3)]
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Part 1 Q)—»(E}b(jj)

Part 2 | :(\/é-\)
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Solution procedure

Step 0. Set current time (=0 and srlq=l, 1=1,2, q=1,2,3. and construct the
LRA table for each

resource (I=1,2) as follows:

Table 2. LRA table for machines,
0l 02 03 04 05 06 07 08 09 10 11 12

M]7a3|s1]42762]8 -[52 32|9a3l2240]s522
1|vi fm |v 1 5 v 1 v |1 wvo|v
72|83 vil ‘2
v vl v
M4 2i6 - 6 2|3 15214 |5 27 32
2 |1 1 1 1 I v o 1
m mn
M| 6-2 2 2|82 |4 |3 23 1[s52[61 2 2]|40]6-3
3 |v 1 v 1 1 nojv [n 1 m | v
1\ 4 - 4 0
1 m
I\
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Table 3. LRA table for tools,

0] 02 03 04 05 06 07 08 09 10 11 12

M |6 42 (82 Jea fazia]sa ls ‘0
v v v w I i v u m
74
v
M {42 Jeafzz2 sz a1 |52 |aa a2 - 21 |ao |52
2 | w | i ] v w I I 1 v
72 4 42
v ; v v
M |7a s ]sa 162 |ss |sa s2 |9 |22 |ao a2
E R Y n v | vi w W v 5 m [
6 3
vi

Step 1. Construct the following lwo sets:
So= {2,3,6,10}
S1={1,4,5,789,11,12}
Step 2. Using scheduling rule 1, operations, 1,4,7,8,9,12, are selected and
rule 2 is triggered. According to the sccond rule, operation 1 is scleeted.
Step 3. Set:
' $1=2
$2=0, s3=0 _
Since Sguw 8)={2,3,4,5,6,7,8,9,10,11,12}= &, set:
n=t=4
sri2=0, srpp=0
Sct ofischedulable operations S| = {4,7,8,9} = &. Go to step 2.
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Step 2. Using scheduling rules 1 and 2, operation 4 is seleeted.

Step 3. Set:
84=2
s5=0, sg=0
Since Sgw S1=1{2,3,5,6,7,8,9,10,11,12}= 3, set:
’ g=14=6

sty =0, srp3 =0
Set of ‘sehedulable operations S ={7,9, 11} # &. Go lostep 2.
:Step 2. Using rules 1 and 2, operation 9 is seleeted.
Step 3. Set. ' .
| $9=2
' s7=0, sg=0, s)o=0
Since Spw S1={2,3,5,6,7,8,10,11,12}= O, set:
rg=19=6
srj3 =0, srp=0
Since ali resources aren’t idle set of sehedulable operations Si =. Go o
slep 4.
Step 4. Construct Sp= {1,4,9}.
e Calculate completion time fj= 4, 4= 6, fg= 6.
e Sel current lime t= = min{4,6,6}= 4.
e Set s1=3.
e Decletc operation 1 from S5.
e Set §r12= 1, srpp=1.
e Set remaining time rg=6-4=2,1g=6-4=2.
Update S; = {2 }.
Step 5. Since S| w Sp = {2,3,5,6,7,8,10,11,12} # @, go 1o step 6.
Step 6. S| = {2} =, golostep 2. '
Step 2. Using rule 1, operation 2 is seleeted.
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Afler seven itcralions, details are given in table 4, ihe gantt chart of the final

schedule obtained and is shown in figure 3.

3 (€ @ @

M1 4 m 8 "]_TEI
_—

(2) (2) (3)
S m o 1 @ o -
Vo
v RN EEEEs
o 6 9 13 15 18 M
)
] Operation t uses tool k and is processed
' according to the basic process plan
{
Operation j uses taoi | and is processed
according to the alternalive process plan
Figure 3. The final schedule
Table 4. Details of the iteralions
iteration
number 1 2 3 4 5 6 7
seleeted
operations | 1,49 L2 7.11 5 12, 8 10,3 6
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5. CONCLUSION
In order to cvalvale the quality of solutions generated by Kusiak's
KBSS and modified algorithm, seven measures of performance were used:

e Maximum flow time (77;;4x)
Foax= n‘}a){{F;q}
q :

» Average flow time (77}

N
= ZFHI/N
Ig=1

» Latencss of the parts ( L)
Ly~ Cp-dy
Cy = Completion time of 7,\arl k.

 Tardiness ( 1)
Ty=max { Cp-dp 0}

« Machine utilization (U

N
U m = ZIUIQ/N

lg =
Where
U w= SR,
U lg — Zt:' qu
IQEM(lq)

M jq)= the set of operations processed on machine Iq.




1.U. Isletme Fakiiltesi Dergisi C: 24.5: 1/ Nisan 1995 41

» Basic and alternative process plan utilization (Up ), Ug)))
pr: nbp/ (nbp + nap)
pr: Rap / (nbp ¥ nap)

where ny, P number of processed operations using basic process plan.
Rap= number of processed operations using aiternative process plan.
Duc dates arc assumcd of four paris as 17,17,19 and 10 .
Computational results of the two algorithm for numecrical cxample arc
presented in Table 5. Modified algorithm gives us a betler results  than
Kusiak's KBSS but it has to bc lested on real and complcx job shop

problems. The ral applicalion of modificd algorithm will be presented in near

future.

Table 5. Computational resulis of the two algorithms
Mecasurcs  of | Kusiak's Modified
Pcrlorntance | KBSS alporithm

F max 21 18

I’ 18.6 15.334

Ll -5 -2

L, 0 ]

Ly 2 4

Ly 8 3

T, 8 3

U, 968 ]
Uy, 417 75
Ugp 583 25
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