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Abstract. One of the most important challenges in direct marketing is finding differences between customers and 

identifies profitability of each customer for target marketing. Response modeling is an useful technique for this issue 

that predicts customer’s response to a campaign. Accuracy of response model is very important due to high cost and 

time of marketing process. Due to this, this paper has provided a framework for building an accurate model based 

on weighted RFM analysis and calculating customer lifetime value (CLV) for each segment of customers, then uses 

CLV as one of predictor features with demographical features in C5 algorithm. The experimental results show by 

compacting transactional behaviors of customers in CLV value and using it with demographical features 

concurrently as predictors of classification algorithm is an efficient method for building response model that is much 

more accurate than those methods that did not used demographical features and CLV for prediction. 
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1. INTODUCTION 

In today’s business, firms need to develop new strategies to improve customer acquisition and 

retention. In this regard, customer relationship management is a very important strategy .The main 

objective of CRM is to make long-lasting and profitable relationships with customers [1]. 

On the other hand, there are large databases that contain demographical and transactional 

information about customers. Data mining techniques are widely used information technology for 

extracting marketing knowledge and further supporting marketing decision from them [2]. 

In many marketing branches, including pricing, new product development and advertising diverse 

techniques and models have been proposed over last five decade[3]. The main task is identifying 

more profitable and loyal customers from marketing knowledge and makes relationships with 

them. 

Response modeling is one of the most popular models for identifying potential customers for 

target marketing [3]. Response models predict customer’s response probability to a new campaign 

or product offer. This model is a classification model that classifies customers into two classes: 

respondents and non-respondents [4]. Various data mining techniques including statistical 

analysis and machine learning algorithms can be useful for building response model [5-9]. RFM 

is one of the most famous models that have been used for analyzing customer data. RFM relies 

on three customer transactional behavior (how long since the last purchase by customer, how 

often the customer purchase, how match the customer has bought). Hughes proposed a method 

for RFM scoring that based on RFM data, customers have been divided into five groups. Different 

marketing strategies could then be applied for different groups [10]. Stone suggested that different 

weights should be assigned to RFM variables depending on the characteristics of the industry 

[11]. 
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Another useful concept for analyzing customer behavior is CLV. CLV define as: “the present 

value of future profit stream expected over a given time horizon of transactional behavior of 

customer”[12, 13]. This concept can be applied for customer segmentation. 

In previous studies that used RFM model for response modeling, demographical features of 

customers have been ignored [14], On the other hand response models that haven’t used RFM 

model and are based on classification algorithms such as decision trees, neural networks and SVM 

although are more accurate there are some problems with them such as production of additional 

rules, feature plurality and feature selection method, relationship between features, increasing 

depth for decision tree and problem for applied on new data for neural network and complexity 

and non transparency of SVM [15, 16]. Due to this; current study provides a framework for 

building response model by segmenting customers by RFM features and calculating CLV values 

of different segments and finally builds response model with CLV value and demographical 

features of customer as predictor variables and applies them as inputs of classification algorithm. 

For classification task decision tree algorithms  has been chosen because they are powerful and 

popular tools for classification and prediction and have the abilities for generating rules that can 

be translated into natural language in contrast to other model such as neural network [17]. The 

purpose of this study is building a response model that have high accuracy and readability for 

marketing decision such that increasing profits and decreasing costs of direct marketing. The 

reminder of this study is organized as follow. Section 2 describes the framework and methods. In 

Section3 experimental evaluations and results have been described. Finally section 5 draws 

conclusion and summarizes the contributions of this work.    

 

2. FRAMEWORK OF BUILDING RESPONSE MODEL 

Current study provides a framework for building response model by segmenting customers in 

homogenous segments and calculating CLV value for each segment and finally building model 

using CLV and demographical features of customers as predictor variables for decision tree 

algorithm. Figure (1) represents the framework. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Framework of building proposed response model. 

 

This study as it shown in Figure (1) is summarized in five steps: 

 

Step 1: In the first step data was collected from UCI KDD [18]. This data was in form of three 

dataset: transactional, demographical and campaign datasets. Transactional dataset including 

Calculating each customer segment value based 

on Weighted RFM model 

Demographical 

features 

Preprocessing transactional data 

Extract RFM variables for each customer 

Segmenting customers with K-means algorithm 

Using decision tree algorithm for 

classification of customer C5 
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69215 transactions of credit cards of 12589 customers from 2001 to 2007-06-06 (date of 

performing campaign) which was conclude card ID, date and amount of transaction. 

Demographical dataset including demographical features conclude number of children, marital 

status and average level of income and length of service. Campaign dataset conclude card ID of 

customers and their respond to the campaign. All records with missing values were deleted from 

datasets. 

 

Step 2: RFM parameters were extracted for each customer. For extracting R, number of days from 

last transaction to date of performing campaign (2007-06-06) was calculated. M was obtained 

from sum of amounts of each customer transactions and finally F was calculated by counting 

number of transaction for each customer.  

 

Step 3: In this step customer segmentation was done with K-means algorithm. For determining 

inputs of K-means algorithm we perform correlation analysis for RFM variables. Result of 

analysis is shown in table 1.  

 
Table 1. RFM variables Correlation. 

 

 

 

 

 

 

 

 

In previous studies that used RFM model, clustering was done with three variable R, F, M [5], 

[19,[20]. But in this study because of strong correlation between M and F, We calculated a new 

variable V by 

Eq. 1  

 

 
(1) 

 

Where M is monetary value and F is frequency value for each customer. After computing V for 

each customer clustering with K-means algorithm based on R and V as inputs was done. The k 

parameter was set to 8, since eight (2*2*2) possible combinations of each RFM variables 

according to less or greater than overall average of RFM variables. 

 

 

Step 4: For calculating CLV value of each segment normalized form of RFM parameters were 

needed. Since F and M positively influenced CLV and R negatively impacts CLV we use profit 

and cost form according to Eq. 2 and Eq. 3 respectively for normalizing RFM values. 

 
(2) 

 (3) 

Where normalized value and x is original value and xs  and xL are smallest and greatest value 

of parameters respectively. 

After normalizing RFM parameters we calculated CLV score of each cluster based on weighted 

RFM model as follow in Eq. 4: 

 

 
 

(4) 

 

 

 

R F M 

R 1   

F -0.207 1  

M -0.245 0.473 1 
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Where wR, wF, wM are the relative importance of the RFM variables. The weighting (relative 

importance) of each RFM variable was evaluated using AHP. Data were gathered by interviewing 

the evaluators that are marketing managers and decision makers. Interviews were conducted using 

a questionnaire (Table 2) and the answers were expressed in the form of a pair wise comparison 

matrix (Table 3). According to the assessments obtained by AHP method based on expert people 

idea, the relative weights of the RFM variables are as follow: wR=0.731, wF=0.188 and 

wM=0.081[19].  

 
Table 2. AHP questionnaire for RFM. 

Criteria 

Comparative importance  

Criteria 9:1 7:1 5:1 3:1 1:1 3:1 5:

1 

7:

1 

9:1 

Recency 9 7 5 3 1 3 5 7 9 Frequenc

y 

Recency 9 7 5 3 1 3 5 7 9 Monetary 

Frequency 9 7 5 3 1 3 5 7 9 Monetary 

 

Also  cR
j , cF

j , cM
j  are averaging normalized RFM value of customers in cluster j. 

 

Table 3. Example of RFM pair wise comparison matrix. 

 R F M 

R 1 5 7 

F 1/5 1 3 

M 1/7 1/3 1 

 

In table4 the normalized averaged R, F and M values for each cluster and CLV of them are shown. 

 

Step 5: In this step we want to build response model based on CLV and demographical features. 

For classification task C5 decision tree algorithm was chosen. CLV and five demographical 

features of customer have been used as predictor inputs of C5 algorithms. 

 
Table 4. Calculating CLV value for 8 clusters. 

 

3. RESULTS 

Experimental setup 

For evaluation our response model we compared it with two other methods: The WRFM 

clustering based on C5 algorithm and non-demographical RFM based on C5 algorithm. In the 

first method all steps of building response model are similar to proposed model but for clustering 

used three variable R, F and M as inputs of k-means algorithm. In second method transactions are 

summarized in three RFM variables but demographical features have not been used as predictors 

of C5 algorithm. The dataset was divided into a 66% training set and a 34% testing set.  

Cluster Averaged normalized R Averaged normalized F Averaged normalized M CLV 

1 0.962 0.255 0.079 0.757 

2 0.405 0.008 0.017 0.311 

3 0.202 0.024 0.031 0.155 

4 0.894 0.028 0.211 0.676 

5 0.766 0.105 0.065 0.585 

6 0.447 0.169 0.048 0.363 

7 0.624 0.089 0.070 0.479 

8 0.884 0.091 0.086 0.670 
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In this study, the two non-overlapping classes are buyers and non-buyers of a particular 

investment product of a bank. The four count, which constitute a confusion matrix as seen in 

Table 5 for binary classification are: the number of correctly recognized positive class examples 

(true positives), the number of correctly recognized examples that belong to the negative class 

(true negatives), and examples that either were incorrectly assigned to the positive class (false 

positives) or that were not recognized as positive class examples (false negatives). 

Most often performance measures based on the values of the confusion matrix that are used to 

evaluate the performance of a classification model include precision, accuracy, recall and lift. The 

performance criteria differ in their assumptions about the costs of misclassification errors and the 

types of errors that are used to measure the performance of classifier[21].  

 

Precision is number of correctly classified positive examples divided by the number of examples 

labeled by model as positive: 

 

Precision=TP/ (TP+FP) (5) 

 

Accuracy measures the overall effectiveness of a classifier: 

 

 

 

Recall is the number of correctly classified positive examples divided by the number of positive 

examples in data. This rate determines the effectiveness of a classifier to identify positive labels: 

 Recall=TP/ (TP+FN) (7) 

An F-metric could be used to balance the tradeoff between precision and recall and given by Eq.8. 

 

 
(8) 

 

Each metrics computed for proposed method and two other methods. 

 
Table 5. The confusion matrix. 

 

 

 

 

 

 

 

 

 

 

 

Experimental results 

All three methods were conducted using the IBM SPSS Modeler 14.2. We computed four metrics 

for three methods and compared them. Results of experiments are shown in table 6. 

By comparing proposed method with second method that difference with our method just in step 

of clustering customers we conclude that our clustering method based on new variable V and R 

was efficient. That led to increasing precision and recall and F-measure and finally accuracy. 

Moreover By comparing proposed method with first method that didn’t used demographical 

features as inputs of C5 algorithms and didn’t clustering customers we conclude that using 

demographical feature increase the precision and accuracy of response model. 

       Accuracy=(TP+TN) / (TP+FN+FP+TN)            (6) 

 

 

 

 

Predicted class           

 Positive Negative 

Actual 

class 

Positive 
True positive 

(TP) 

False negative 

(FN) 

Negative 
False 

positive (FP) 

True negative 

(TN) 
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In Figure (2) and Figure (3) the results of this study are shown as Gain and Lift charts respectively. 

 
Table 6. Evaluation metrics for three models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Gain chart of three methods. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Lift chart of three methods. 

 

Method 
Precision 

(%) 

Recall 

(%) 

F-

measurement 

(%) 

Accuracy 

(%) 

Proposed method 97 80 87 92.83 

RFM-based C5 (1) 85 88 86 91.02 

WRFM clustering (2) 86 57 68 82.2 
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DISCUSSION 

Finding differences between customers to make marketing decisions more profitability is very 

important issue for firms. Using customer segmentation based on transactional history of 

customer and predicting their response could be useful in this area. RFM analyze is an useful 

model for summarizing transactional data in three variables.  This study proposed a framework 

for building response model based on RFM parameters and clustering customers in exact clusters 

for calculating CLV of each cluster and uses this profitable variable with demographical features 

of customers as predictors of classification algorithm.  

Results of this study shows using V and R for clustering customers is more efficient than 

clustering based on R, F and M. Moreover considering demographical features has a positive 

impact on efficiency of response models. 
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