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Abstract. Data centers are one of the major components of ICT field that have had significant growth to meet the needs 

of this area. In addition, the data centers are a computational resource for cloud computing and to have a good response 

time for a large number of their customers are often comprised of thousands of servers. In such a large scale, the energy 

consumption of data centers has increased extraordinarily. Increasing the power of consumption leads to increasing 

operational costs as well as greenhouse gas emissions. Thus, optimizing energy consumption in data centers is essential 

to reduce operational costs and protect the environment. Servers consume considerable amount of energy in cloud data 

center, thus optimizing the energy consumption of them has a significant role in reducing energy consumption. This 

paper provides a comprehensive study of the green metrics in the fields of energy efficiency in data centers, then 

classifies energy optimization approaches of servers in the data center and also provides a comprehensive review of 

techniques and their applications in each approach of   recent research.   
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INTRODUCTION 

The primary focus of the designers of computer systems is to improve the efficiency and performance 

of the systems. According to this goal, the system performance due to the design of more efficient 

systems and by increasing the density of components is described by Moore's Law is steadily 

growing. Although the performance per watt ratio is increasing, the total energy consumed by 

computer systems is hardly reduced. On the opposite Total energy consumption is increased per year 

[1]. If this trend continues, the energy cost of the server during its lifetime will exceed the cost of 

hardware [2]. The problems for large-scale computing infrastructures, such as clusters and data 

centers will be worse. Data centers to meet the needs of a great number of customers often comprise 

of thousands of servers. Regarding the emergence of cloud computing and big data has increased the 

number of servers in data centers. At such a scale, the energy consumption of data centers and the 

subsequent operating costs will increase dramatically [3]. 

Major cloud providers like Microsoft, Amazon and Google have the largest and best equipped Cloud 

Data Centers. Each data center contains hundreds of thousands of servers, cooling equipment and 

transformer power amplifiers. For example, Microsoft data center in Quincy, Washington has 43,600 

square meters of space, 4.8 kilometers of chiller piping, 965 kilometers of electric wire, 92,900 square 

meters of drywall and 1.5 tons of backup batteries.  Although Microsoft as well as other companies 

did not release the number of servers on this site, but it announces that the data center consumes 48 

megawatts which is equal to power 40,000 homes [4]. For another example, we can refer to energy 

consumption and carbon dioxide emissions of Google search engine. To respond to any search, 

Google uses its data centers containing thousands of servers. These servers consume a lot of energy 
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to perform the desired actions. "Figure 1" shows energy consumption and carbon dioxide emissions 

for  

 

Figure 1. Google energy consumption. 

A response to one Google search and monthly Google search. Google's monthly energy consumption 

is the equivalent to the average power consumption of 4239 homes for a month and the amount of 

carbon dioxide is equivalent to a car in 1,008,264 kilometers [5]. 

Rising the energy prices and extraordinary growth in data centers, strategies for reducing energy 

consumption have become more important. Problems such as rising energy costs, regulatory 

requirements and environmental and social issues about greenhouse gas emissions have increased 

the necessity and importance of further reducing energy consumption in data centers. Moreover, 

when the size of data centers increase, electricity costs cover other costs of cloud in all aspects. These 

indicate required research on methods for reducing energy consumption in data centers as well. In 

this paper, we will study metrics of energy efficiency, then review and compare existing approaches 

of optimizing the energy consumption of servers, techniques and challenges proposed in every 

approach, and applications in recent research. 

Energy in data centers 

The first step to saving energy of data centers is to gain a solid understanding of data center energy 

consumption. "Figure 2" shows the rate of energy consumption in a data center. As shown in "Figure 

2", 30% of the input power consume in IT equipment. 

 

Figure 2. Distribution of energy consumption in data centers [6]. 

"Figure 3" shows the energy consumption of IT equipment. As you can see the servers consume a 

large amount of energy. So the use of techniques to reduce energy in servers will have a significant 

effect on energy savings. 
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Energy Efficiency Metrics 

A. Power Usage Effectiveness (PUE) is the most common metric used to determine the energy 

efficiency of a data center [7]. PUE defined as follows.  

𝑃𝑈𝐸 =
Total Facility Power

𝐼𝑇 𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 𝑃𝑜𝑤𝑒𝑟
                                            (1) 

 

Figure 3. Distribution of energy consumption in IT equipment in data centers [8]. 

PUE represents the amount of energy used for IT infrastructure, cooling it and distribution systems 

required to maintain the availability and reliability of data centers. PUE is a very complicated metric. 

To understand of the metric, understanding load components and classification of measurement is 

very important [9]. In the following, components and sub-divisions of this metric as well as different 

levels and categories described in detail: 

IT equipment power requirements: This energy includes the energy consumption of IT devices such 

as computing, storage device and networking with their complementary equipment such as switches, 

monitors, workstations and laptops will be used for monitoring or control purposes. 

Total Energy Facility: This energy includes all energy consumed by IT equipment as described 

above, plus every energy used to support IT equipment such as: 

• Power supply components: uninterrupted power supply, generators, power distribution units and 

batteries. 

• Cooling systems Components: chillers, computer room air conditioning units (CRACs), direct 

expansion air handler (DX) units, pumps and cooling towers. 

• Other energy consumption in data centers: server room light. 

PUE is no upper limit and in practice, the facility load is always a little more than the IT equipment 

load. Smaller PUE shows more accurately by selecting a facility [10]. In a study carried out on 108 

data center PUE have been reported 1/91 [11]. In a survey conducted on data center with 1100 end 

users around the world PUE have been reported between 1.8 and 1.9 [12]. 

B. Data Center Infrastructure Efficiency (DCiE) [13] is another common metric to measure the 

efficiency of energy consumption in data centers. Its computation formula is shown in Equation 2 

and 3: 

 

DCiE =  
1

PUE
                                                                (2) 
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DCiE =  
Total Facility Power

IT Equipment Power
                                          (3) 

C. Data Center Productivity (DCP) [13] is a quantity that shows the amount of useful work in 

a data center and calculated according to Equation 4. Where Tresource represents total resource taken 

to produce this useful work 

 

DCP = 
Useful work done

Tresource
                                                 (4) 

It is clear from the above metric that this metric defines a family of metric, because total resource 

can be any hardware or software resource. This family of metrics called DCxP. One of the most 

famous metrics in this family is Data Center Energy Productivity (DCeP) that shows the amount of 

useful work in terms of energy consumption of the data center. This metric calculated according to 

Equation 5: 

 

DCeP = 
Useful work done

TEnergy
                                               (5) 

D. Compute Power Efficiency (CPE) [14]: This metric shows the overall efficiency of a data 

center. As shown in following Equation.  

𝐶𝑃𝐸 =  
IT Equipment Utilization

PUE
                                    (6) 

𝐶𝑃𝐸 =  
ITEquipment Utilization ∗ IT Equipment Power

Total Facility Power 
         (7) 

The maximum value of this metric is one or one hundred percent. This metric has no unit so it 

provides comparing the overall efficiency of data centers.  

E. HVAC stands for Heating, Ventilation, and Air Conditioning. The metric shows the rate of 

IT equipment power to the HVAC system energy.  The HVAC system energy is the sum of the 

electrical energy for cooling, fan movement, and any other HVAC energy use like steam or chilled 

water. The HVAC metric is calculated as shown in Equation 8, where IT represents the annual IT 

electrical energy use and HVAC represents Annual HVAC electrical energy use. Fuel represents an 

annual fuel energy use. Steam represents annual district steam energy use and finally Chilled Water 

represents an annual district chilled water energy use [15]. It can be computed through equation 8. 

HVAC =  
IT 

(HVAC+(Fuel+Steam+ Chilled Water)×293)
             (8) 

F. AxPUE [16] define a family of application level PUEs. The family's most famous metrics 

are Application Performance Power Usage Effectiveness (ApPUE) and Application Overall Power 

Usage Effectiveness (AoPUE). 

ApPUE shows the energy efficiency of IT devices. This metric shows the rate of productivity 

applications to the IT devices from the start of the application to the 

Completion and calculated according to Equation 9: 

 

ApPUE = 
Application performance

IT Equipment Power
                                 (9) 
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AoPUE metric shows data center energy consumption to increase productivity and calculated 

according to Equation 10: 

 

AoPUE = 
ApPUE

PUE
                                                          (10) 

G. Data Center Workload Power Efficiency (DWPE) [17] shows the energy efficiency of High-

Performance Computing (HPC) data center for a particular workload. This metric calculated 

according to Equation 11. Where Workload Power Efficiency (WPE) is a Performance/W metric for 

a HPC system and calculated according to Equation 12.  System PUE (sPUE) shows the energy 

efficiency of a specific HPC system for a specific data center.  

 

DWPE = 
WPE

sPUE
                                                            (11) 

 

WPE = 
average achieved performance

average HPC system power used
                           (12) 

 

Approaches to reduce energy consumption in servers 

A. Power-proportionality: The main objective of this approach is to minimize the power 

consumption on servers to provide services to their customers' requests [18]. According to this 

approach, when the server load is equal to X% of maximum load, energy consumption should be X% 

of peak power [19]. This idea has led to the emergence of several techniques that follows: 

1) Race to Idle: In this method the workload responses continuously at a maximum speed and then 

the server is idle until a certain amount of workload comes to the server again and the process 

is repeated [20]. 

2) Dynamic performance scaling (DPS) [21]: It adjusts performance components proportional to 

the energy efficiency dynamically. Dynamic voltage and frequency scaling (DVFS) and 

Dynamic Component Deactivation (DCD) are examples of this technique.  

DVFS is an important tool in managing the balance between power consumption and performance 

of the CPU and reduces energy consumption of server from 10 to 50 percent [22].  

DCD uses two approaches of probability and prediction to disable the components. In the prediction 

approach uses the past behavior of the system for future and in the probability approach models the 

behavior of the system as a possible model like Markov chain model [21]. 

B. Designing of energy-efficient servers: Most servers are designed to provide the highest levels 

of reliability, performance and scalability. This flexibility causes the servers won't be energy 

efficient. The primary objective of this approach is to design an efficient data center in terms of 

energy consumption. This approach will include the proposed techniques: 

1) Using servers that are well designed to suit the particular application. In addition, these servers 

can be designed to be energy aware. For example, the design of the servers that consume less 

power in idle mode [23]. 

2) Using two running modes. One case with high efficiency and high energy consumption and the 

other case with low efficiency and low power consumption that server goes to one of the mode 

based on workload requirements [24]. 
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3) Using a cluster of servers. This technique offers use of multiple servers with lower power and 

energy consumption instead of using one server with high power and a lot of energy 

consumption [25]. Of course, the software running on multiple servers, involved the challenge 

of distributing a larger server in several smaller servers. Moreover, more parallelism makes 

scalability difficult [26]. 

C. Providing server dynamically: The basic idea of this method is proportionally the number of 

servers with the workload. This approach aims to minimize energy consumption by powering the 

minimum number of servers required to meet the needs of a given workload. The advantage of this 

approach is that the server in off or sleep mode consumes less energy than idle state. The major 

disadvantage of this method is that it requires a few minutes to reboot the server   and consumes a 

lot of energy [27]. This approach will include the proposed techniques: 

1) Workload consolidation: This approach consolidates Workload of application on fewer 

numbers of servers. This consolidation optimizes energy consumption and increases 

efficiency. 

2) Dynamic Power Management (DPM) [21]: It turns off Components dynamically based on 

the current workload. 

D. Consolidation and virtualization: Server consolidation based on virtualization reduces 

energy consumption. This approach makes it easy to manage and reduce the cost of physical 

infrastructure [28]. The basic idea is, integrating multi-server workload on a server and uses a smaller 

number of servers. This approach allows turning off unnecessary servers and thereby energy 

consumption reduces and system efficiency increases [29]. 

The major difference between traditional data centers and cloud computing data centers is using 

virtualization. Virtualization is a fundamental element of cloud computing model that hides the 

complexity of this computing model from the perspective of users. With this technology the physical 

machines convert to several virtual machines and each virtual machine will meet the needs of several 

users and customers. Thus, virtual machines are the smallest shared part of the developer and the 

service provider so They have become an abstract level to provide the programs. It also provides 

access to shared resources, thus enabling optimal use of them [30]. 

  

Analysis of approaches energy efficiency 

The power-proportionality approach is proposed first. Its purpose is to reduce unnecessary power 

consumption in the data center servers. But it should be considered that achieving the appropriateness 

of energy consumption with workload in hardware is very difficult. 

The next approach is the design of energy efficient servers. Due to the dynamics of the workload, 

designing and customization of Server is very difficult and impact on data center Performance. 

The third idea is to use the server dynamically. Have a good pattern of the input workload and convert 

it to a number of servers are the challenges of this approach. The boot time also has a negative impact 

on performance. 

The last approach is consolidation and virtualization that are widely used in cloud computing servers. 

This approach requires the identification of patterns of applications use of sources that is difficult 

due to the dynamic nature of the workload. This approach uses the shared space so providing security 

is very difficult.  

"Table 1" compares some Techniques to reducing energy consumption in cloud data centers In terms 

of energy savings, the impact on performance and response time. 
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Table 1. Analyze techniques of reducing energy consumption in cloud data centers. 

Technique name Energy Saving  Impact on Performance Impact on response time 

DVFS Less than DPM High for CPU bound program High for CPU bound program 

Virtualization High Low Low 

DPM High Low Low 

Workload 

consolidation 

Depending on the size of the 

workload. 

Depending on the size of the 

workload.. 

Depending on the size of the 

workload.. 

 

CONCLUSIONS 

One of the key requirements of designing of modern computer systems such as data centers and cloud 

computing is energy efficiency, that is discussed due to the high energy consumption of IT field. 

Apart from cost, the amount of energy consumed will lead to a considerable expansion of carbon 

dioxide. Thus, optimizing energy consumption in cloud data centers is a very important issue in terms 

of environmental aspects and operational cost.  

The energy metrics play a significant role for energy efficient performance of data centers. In this 

paper we have discussed various energy metrics to measure the energy efficiency of cloud data 

centers. Then, based on the fact that 30 percent of data center energy consumption related to IT 

equipment and of those, 70% of the energy used in servers, we discussed strategies for reduction of 

energy consumption in servers. We classified these strategies into four categories (power-

proportionality, Designing of energy-efficient servers, Providing Server Dynamically and 

Consolidation and virtualization), then perused the existing techniques in both approaches 

completely. Finally, we analyzed and compared different aspects of the approach. Describing and 

comparing these approaches help people who wish to develop and improve these approaches.  
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