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EKONOMETRIK MODEL SECIM KRITERLERI UZERINE KISA BIR
INCELEME

Meltem Sengiin UCAL"

Ozet

“Hangi degiskenler 6énemli? , Bir model nasil segilir? gibi sorular modellemede ¢ok
onemlidir. Iyi arastirma (ekonometrik) teknikleri altinda iyi bir model kesinlikle verileri
uygun tahmin eder. Birden fazla uygun model tanimlamasinin bulundugu durumlarda
ekonometrisyen ve istatistik¢i mevcut olan veri setinden uygun modeli se¢gmek ister. Model
secim kriterleride en uygun model kararinin verilmesi i¢in bir yoldur.

Bu g¢alisma farkli model se¢im kriterlerinin kisa incelemesini ve birbirleriyle
kargilagtirmasini igermektedir. Analiz edilen model se¢im kriterleri geleneksel hipotez
testine bagli metodlardan farkli olarak bilgi teorisine dayanmaktadir. Kullback-Leibler
uyumsuzluguna dayanan Akaike Bilgi Kriteri ile bilgi teorisi yaklasimi 1970’lerde
popiilerdi. Daha sonralar1 bu yaklasim Bayes Bilgi Kriteri(BIC), Schwartz Bilgi Kriteri
(SIC), Mallow’un Cp kriteri gibi 6rneklerle ¢esitlenerek gelismistir.

Bu caligmada ayrica yeniden 6rnekleme methodlarindan bootstrap ve capraz-gecerlilik.te
model se¢im kriterleri i¢inde anlatilmistir.

Anahtar Kelime: Bilgi Teorisi, Model Se¢im Kriterleri, Bootstrap, Capraz Gegerlilik.

A Brief Survey Of Econometrics Model Selection Criteria
Abstract

“Which variables are important?, How to select a model?” kind of questions are very
important for the modeling. A good model certainly fits the well in to the data under
investigation (econometrics). The econometrician and statistician would like to select most
appropriate model from data sets, where there may be more than one definition of
“appropriate”. Model selection criteria are one way to decide on the most appropriate
model.

This paper surveys briefly the different model selection criteria and compares them with
each other. The analyzed model selection criteria are based on the information theory and
are quite different from the usual methods based on null hypothesis testing. Information
theory approaches were popular in the 1970s with the land mark Akaike Information
Criteria based on the Kullback-Leibler discrepancy. Later, those approaches were
diversified and such criteria as Bayes Information Criterion (BIC), Schwartz Information
Criterion (SCI), and Mallow’s Cp were developed.

" Dr., Kadir Has Universitesi, [IBF, iktisat Boliimii, Istanbul



42 UCAL

In the paper, the resample methods (bootstrap and cross validation) were also explained in
the contents of model selection criteria.

Key Words: Information Theory, Model Selection Criteria, Bootstrap, Cross-Validation.

I. GIRIS

Tiim ¢alismalarda ekonometrik modelin dogru kuruldugu varsayimi altinda
ilerlenir. Klasik dogrusal regresyon modelinin bilindik onsav sinamalar1 gdzden
gecirilerek model desteklenmeye caligilir. Fakat modelin istatistik testlerindeki
sorunlar modelin yeniden kurulmasina yonlendirebilir (model kurma hatasi
yapildig1 diisiiniilerek). Ekonometristler dogru model kurma ve segme kavramlari
tizerine uzun yillardan beri tartisirlar. Tartigmalarda en ¢ok karsilagilan sorular
soyledir: Hangi degiskenler modelde énemlidir'?, Iyi bir model nasil tanimlanir?.
Bir model nasil segilir?. Tiim bu sorularin baslangic cevapi aslinda cimrilik
prensibi® (The principle of parsimony, Box ve Jenkins, 1977) ile ortaya gikar.
Prensibe gore “verinin en iyi sekilde yansitilabilmesi i¢in gerekli en az sayida
parametre yani degisken  kullanilmalidir”. Boylece bastan bazi sapmalar
engellemis olacaktir. Aslinda dogru modelin kurulma asamasinin dikkatli ve en az
egilimle tamamlanmasi istenmektedir. Bu silire¢ verilerin toplanmasi, dogru
veri’/6rnek  bityiikligiinin olusturulmas: ile baslar. Modelin yapismin dogru
kurulup kurulmadiginin sinanmasinda arastirmaciya yardimci olacak teknikler ise

model yapi testleridir Bunlar, R® ve Durbin - Watsond , Ramsey’s RESET
(Ramsey, 1969), degisken eklemede Lagrange Carpani (Engel, 1982), Wald test,
White test, vb.sayilabilir.. Modelin yapisinin irdelenmesi disinda bizi ilgilendiren
diger bir soru da arastirma i¢in kurulan modeler arasindan en iyi performansa sahip
olanin nasil secilmesi gerektigidir. S6z konusu soru arastirilirken belirli model
kaliplari i¢in diisiiniilmiis model se¢im kriterlerinden faydalanilmalidir (Mcquarrie,
Tsai, 1998). Ancak o zaman daha etkin bir galisma platformu yaratilabilir. Bu
kapsamda model se¢iminde en goze ¢arpan yaklasimlar Leamer (Leamer, 1978) ve
Hendry (Hendry, 1980-1983; SSS:sina,sina,sina ;TTT:test test test mantigina
dayanan) yaklagimlaridir. Bilindik bu yaklagimlarin haricinde Gaver ve Geiels

1 Secilen degiskenlerin ekonomik ve istatistik olarak en etkin olmasi ile model en iyi
performansi saglar. Ekonomik olarak alt 6rnek kiitlenin bulunmasiyla degisken segim
stireci baglar. Degigkenlerin sec¢ilmesindeki ekonomik kriterler agsagidaki kriterlerle
yakindan ilgilidir (Onishi, 1983):

e Isaret kriteri
e Onem kriteri . Bunlar tamamlandiktan sonra istatistiksel kriterler islemeye baslar.

% Cimrilik prensibi ek. ‘de kisaca anlatilmistir.

3 (Sample bias, errors of measurement ) Ornek biiyiikliigiinii yalnis segme veya toplanan
verilerden/degiskenlerden kaynaklanan 6lgme hatalari model kurmada dikkat edilmesi
gereken noktalardandir.
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(1974), Jeffreys (1961), Kiefer ve Richard (1979), Leamer (1978), Lindley (1957),
Poirrier (1981) ve Zellner (1971, 1978, 1979) model se¢iminde o6n bilginin
minimizasyonuna dayali posterior odds( evvelki sarta bagli ve veri-o6rnek bilgisi)
kriterini kullanarak model se¢imine destek vermeye galismislardir. Bu ¢aligsmalarin
alternatifi olarak da ekonometriciler rakip modeler arasindaki se¢imi kolaylastirma
amacli model se¢im sinamalar1 gelistirmislerdir. Genel olarak sinamalar iki grupta
toplanir:

e Yuvalanmis(nested) model sinamalar®
e Yuvalanmamis(nonnested) model sinamalars’®
o Olgiite gore ayrit edici yaklasim

o Oteki model bilgisiyle ayirt edici yaklasim olmak iizere iki tiirlii
incelenir ( Harvey, 1990)

Caligmada yuvalanmis, yuvalanmamis model smamalarinin ayrintilarina
girilmeden, arastirmaci tarafindan olusturulan modellerin karsilagtiritlmasini
saglayan secim teknikleri irdelenecektir. Bu gilinkli c¢alismalarin c¢ogunda da

goriilen ve en ¢ok kullanilan model se¢im kriteri R*, R? (diizeltilmig)’dir. Fakat

modele alinan degisken sayisin artmasiyla degisen RZ, R*? (diizeltilmig)’nin

yaninda diger model se¢im kriterlerini kullanmak daha dogru olacaktir. Model
secim Kkriterleri ilk olarak 60’larin basi ve 70’lerin sonlarinda Akaike’nin FPE
(Akaike, 1969) ve Mallow’un C, testleri ile ortaya ¢ikti. Kullback.-Leibler
(Kullback ve Leibler, 1951) uyumsuzluguna dayanan ve daha c¢ok zaman
serilerinde kullanilan Akaike Bilgi kriterinin (Akaike, 1973, 1974) ortaya
¢ikmasiyla baslayan bu doniim noktasinda 70’lerde bilgi teorileri yaklagimi
goriilmeye basladi. 70’lerin sonlarma gelindiginde bilgi teorileri alaninda
caligmalar artarak gelisti ve yeni kriterler dogdu. Bunlardan bazilari: Bayes bilgi
kriteri (BIC, Akaike, 1978), Schwarz bilgi kriteri (SIC, Schwarz, 1978), Hannan ve
Quinn Kriteri (HQ, Hannan ve Quinn,1979), FPE« (Bhansali ve Downham, 1977),
GM (Geweke ve Meese, 1981), yeniden 6rneklemeye dayanan cross-validation ve
bootstrap (Efron, 1979) sayilabilir. Ayrica 1980’lerin sonunda kii¢iik 6rnek i¢in
Kullback.-Leibler uyumsuzlugunun egilimsiz tahmin edicisi, Hurvich ve Tsai
(1989) tarafindan gelistirilerek model se¢im kriterleri alanina sokulmustur.

* Benzerlik oran1, Wald ve Lagrange carpani yuvalanmis modellerin karsilastirmalarinda
kullanilan en bilindik  testlerdir.

3 Pesaran and Deaton (1978), Davidson ve Mackinnon(1981) yuvalanmanuis modeller igin
se¢im kriterleri olusturmuslardir.
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II. MODEL SECIiM KRITERLERI

1. R*, Kriteri

Herhangi bir regresyonun uygunluk derecesini 6lgmede R*, *nin kullamldig

bilinmektedir. 0 ve 1 araliginda degerler alabilen ve 1’e yaklastiginda en iyi
aciklanabilirligi veren istatistigi asagidaki sekliyle elde edebiliriz.

R2—ESS/ _{_RSS

7SS 7ss (-1

Fakat R’model secim kriteri olarak alindiginda bazi sorunlarla kasilagilir

(Guyjarati, 2003).

Verilen 6rnek biiyiikliigii i¢inde tahmini degerler gercek degerlere ne kadar
yakin bulunsalarda gelecek tahmininde bu garantiyi saglamak miimkiin
olmayabilir.

R*’lerin karsilastirilabilmeleri icin modellerin fonksiyonel yapisinin ve
tahmin edicilerinin ayni olmasi gerekmektedir. Farkli model yapilart i¢in

bir ok R’ 6rnegi verilebilir. Bunlardan bazilari: Maddala R*, Gragg-

Uhler R* , McFadden R? , Estrella R? , Pseudo R? (McFadden’a benzer
fakat probit modellemelerinde kullanilir)

Modele alinan agiklayici degisken sayisi arttikca R* degeride artmaktadir.

Bu yoéntemle maksimum R*’ye ulagilabilinir. Fakat bu durum gelecek
tahmin hata varyansiminda yiikselmesine neden olacaktir. Bu nedenle
model sec¢im kriteri olarak alinmasi her zaman yeterli degildir.

2. Diizeltilmis R’

Henry Theil, agiklayici degiskenlerin katkilasiyla ortaya c¢ikan R’

degerindeki yiikselmeyi onlemek icin diizeltilmis R*’yi gelistirmistir.

R? =1—RSS/(”"%SS/(n_1):1—(1—R2)n—%_k(1.z)
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Dﬁzeltilmist, R*’den farkli olarak eklenen degiskenin sadece mutlak t
degerinin 1°den biiyiik oldugu durumlarda yiikselir ve daima R* < R”’dir. Fakat

unutulmamasi gereken model karsilastirmalarinda ister R’ veya R * kullanilsin
herzaman modelin fonksiyonel yapisin ve tahmin edicilerinin ayn1 olmasidir.

Modeller se¢im analizinde karsilastirildiginda her zaman maximum R*?

degerini veren model tercih edilir. Maximum diizeltilmis R > minimum kalnti-
varyans segim kriterine’ es deger bir segim kriteridir (Ebbeler, 1975). Diizeltilmis

R’ en kiigiik kareler ile tahmin edilmis regresyonlarda daha ¢ok kullaniimaktadir.
Bayes yaklasimlarinda zayif kaldig1 goriilmektedir (Burham ve Anderson, 1998).

3. Akaike Bilgi Kriteri (AIC: Akaike Information Criterion)

Akaike Bilgi Kriteri (Akaike, 1973,1974 ve diizeltimis AICc, Siungiura,
1978-Hurvich ve Tsai, 1989) modele eklenen degiskenlerin yarattig1 yiikselmeye
sinirlama getirerek diizenlenmistir.

n2
AIC = /" Zu% _ p2k/n RS%V (1.3) veya
AIC = 2log(L) + 2k ’

(1.3) ve (1.4) esitliklerinde k sabit terim dahil parameter sayisi ve n gézlem
sayisini, L=benzer (likelihood)’ligi vermektedir. (1.3) esitliginin matematiksel
olarak her iki tarafinin logaritmasi alinarak uygunlastirilirsa,

6(A)]/=Xﬂ+g B y=Xv+r,y=N(u,c’l,)
M, =1, -X(XXx)'x’
M, =1,-2(Z'2)"'Z

A ve B modelleri arasinda se¢im yaparken yukaridaki minimum kalinti-varyans kriteri
dahilinde 6> = yM k., /(N —k,) i =X,z minimum yapan model segilir.
7 Kullback-Leibler Uyumsuzlugu (Discrepancy)

Ao (f>84) = —E, logg,(x) = ~[log g, (x) [ (x)dx
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In AIC = (2% )+ln(RS% ) veya
AIC =-2log(L)+2k (1.4),

(1.4) esitliginde InAIC=AIC’nin dogal logaritmas1 ve 2k/n ise sinwrlama

(penalty) faktoridiir. Yukaridaki formiildende goriildigi tizere AIC, R*’den
eklenen yeni agiklayici degiskenler hususunda dahada serttir.

Daha sonraki donemlerde Hurvich ve Tsai (1989)’nin kiigiik 6rnek zaman
serisi regresyon modeleri i¢in kullanilan egilimsiz AIC’den tiiretmis olduklari
AlCc asagidaki gibidir (Zucchini, 2000).

AIC, = AIC + 2k(k + 1) /(n—k —1) (1.5)

Shibata (1981) AIC ve FPE’nin asimtotik olarak yeterli kriterler oldugunu
sOylerken, Nishii (1984) ve digerleri de AICc , Cp’nin asimtotik olarak yeterli
olmakla beraber; AIC, FPE, Cp’nin de asimtotik olarak esit olduklar1 sonucuna
varmiglardir.

AIC’nin baz1 6zellikleri soyle siralanir:

e Model karsilagtirmalarinda her zaman en diisiik AIC degerini veren model
tercih edilir.

e AIC sadece secili drnek biiyiikliigili icinde degil ayn1 zamanda segili 6rnek
biiylikliigli disindaki gelecek tahmini iginde gegerlidir.

e Yuvalanmis, yuvalanmamis ve gegikmeli modellerde rahatlikla
kullanilabilir.

4. Bayes Bilgi Kriteri (BIC: Bayes Information Criterion)

Akaike (1978) ve Schwarz (1978) bayes perspektifinden birbirine yakin
tutarli iki model se¢im kriteri tasarlamiglardir. Schwarz Koopman-Darmois tiiriinde
se¢gme modeler i¢in SIC (Schwarz Information Criteria) kriterini tliretirken buna
karsin Akaike dogrusal regresyonda secilmis model problemleri i¢in BIC
(Bayesian Information Criterion) model se¢im kriterini tiiretmistir (McQuarrie,
Tsai, 1998). Esitlik (1.6)’daki gibidir.
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BIC =-2log(L) + klog(n) (1.6)

BIC esitligin - sag tarafindaki 6rnek biiyiikliigiine bagh olan ikinci kistm
itibariyle AIC’den farklilik gosterir. Fakat AIC ve BIC arasindaki yiizeysel
benzerlige ragmen, daha sonralari bayes® yapisi iginde farkliliklar gosterdigi ortaya
cikmustir (Rafley, 1995 ve Wasserman, 2000).

Literatiir igindeki ¢alismalara bakacak olursak BIC bayes factorii’nden daha
fazla kullanilmaktadir. Bunun da sebeplerinden biri analiz sonrasinda biiyiik
hesaplamalara ihtiya¢ duyulmasidir (Zucchini, 2000).

5. Schwarz Bilgi Kriteri (SIC: Schwarz Information Criteria)

SIC kriteride AIC’ye benzemektedir. Formiilii asagidaki gibidir:

~2
SC1=n"/"Z—u:n“”RSS/n (1.7)

n

Logaritmik form ise:
InSCI = ﬁln n+In(RSS / n) (1.8)
n

k/n Inn sinirlama ( penalty) faktordiir.

SIC’nin baz1 6zellikleri sdyle siralanir:

e SIC, AIC’ye gore yeni degiskenlerin modele eklendiginde ortaya cikacak
durumu degerlendirme hususunda daha dikkatli diizenlenmistir.

e SIC herzaman AIC’den daha diisiik ¢ikar

¥ Bayes kuramu, Gnsezi olabilecek bilgilerin somut ¢ikarimlar olarak degerlendirilmesini
saglar (“Essay Towards Solving A Problem in the Doctine of Chance”, Journal of Royal
Society, 1763.) Bayes elde bir bulgu yokken, 6nsel olasiligin 0 ile 1 arasinda herhangi bir
deger alabilecegini iddia ederek, o6nsel olasilik ile bas etmeye ¢alisir.

P(G,ID) _ P(DIG,)P(G,)
P(G,ID)  P(DIG,)P(G,)

bayes faktorii , ikinci boliim ise prior odd ( dncekinden artan) olarak bilinir.

? BAYES FAKTORU: esitligin sag tarafindaki ilk bolim
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e AIC’de oldugu gibi sadece segili Ornek biiyiikliigii i¢inde degil aymi
zamanda secili Omek biylkligi disindaki gelecek tahmini iginde
gecerlidir.

6. Mallow’un C, Kriteri

Sabit terimide igeren k agiklayici degiskenin bulundugu model varsayimi
altinda p (p<k) kadar aciklayici degiskenin secildigi ve buradan kalinti kareler
toplam1 hesaplanirsa C.P. Mallow’un model se¢im kriteri (Mallows, 1973, 1995)
(1.9) “daki gibi olur:

RSS
C = L —(mn-2p) (1.9)

P A2
(o}

E(6°) anakiitle varyansimin sapmasiz tahmin edicisidir. Eger etkin bir
tahmin igin p agiklayict defisken yeterli ise, E(RSS,)=(n- p)o’ oldugu

goriiliir. Sonug olarak,

_ 2
E(C,)~ w —(n-2p)~ p (1.10) bulunur
(o)

Mallow’un C, Kriterinin baz1 dzellikleri sdyle siralanir:

o Cimrilik (parsimony) prensibi dahilinde p<k yaklagimi altinda modeler
karsilastirilirken en diisiik C, degerini veren model seg¢ilir (Gujarati,2003).

e Mallow’un C, Kiriteri, digerleri gibi sabit varyans ve normal dagilimli en
kiigiik kareler tahmin regreyonunda kullanilirken bayes yaklasimlarinda .bu
methodun goéze c¢arpmadigi dikkat c¢ekicidir (Seber, 1977. Burham ve
Anderson, 1998).

7. Bootstrap Model Secim Kriteri

Efron (1979) tarafindan literature katilan bootstrap methodu 6ngdrii veya
tahmin hatasina dayanan model se¢im kriteri olarak diger kriterler iginde yer
almaktadir. Linhart ve Zucchini (1986) istatistiksel Ozelliklerinin tam olarak
bahsedilmedigi bootstrap model se¢im algoritmalar1 gelistirmislerdir. Schall ve
Zucchini (1990) bu algoritmalari kullanarak bootstrap model se¢im kriterini tekrar
yenilemislerdir. Caligmada, kriterin modifikasyonlar1 ile birlikte parametrik ve



C.U. Iktisadi ve Idari Bilimler Dergisi, Cilt 7, Sayi 2, 2006 49

nonparametrik agidan ayr1 ayr incelemek gerektigi unutulmayarak temel anlayis
yansitilmaya ¢alisilmustir.

X ve y arasindaki iligkinin dogrusal oldugu bir durumda bootstrap
gdzlemlerinin olusturulmasi i¢in iki farkli yol olan bootstrap kalintilar1 ve bootstrap
cifti (x,y) model ve degisken secim icin kullanilabilir (Draper, 1998). Fakat
bootstrap ¢ifti bootstrap kalintilarina nazaran varsayimlara daha az duyarhdir.
Ayrica bootstrap kalintilar1 x’in deterministik oldugu bir durum igin daha
uygundur. Eger x rastlantisal ise bootstrap ¢ifti daha uygun bir durum sergiler,
fakat boostrap cifti deterministik x i¢inde kullanilabilmektedir. Her iki durumda da
amac Ongorii hatasiin bootstrap metodu kullanilarak tahmin edilmesidir (Efron-ve
Tibshirani, 1993).

Oncelikle ayr1 ayr1 model segimine ge¢cmeden once bootstrap ve ¢apraz-
gecerlilik (cross-validation) igin aciklamalara 1sik tutacak bazi kavramlar ele

alinmalidir.  2”-1(model segimi ig¢in kullanilacak alternatif model sayisi)’e
dayanan dogrusal modellerden biri i¢in V ifadesini matris mantigi iginde
kullanalim. V bir alt karakter olarak kullandiginda ise s6z konusu modelin

elemanlar1 kastedilmektedir. nx p; tanimhi X, matrisi, model V igindeki

beraber degiskenleri ihtiva eden X matrisinin pj tane siitununu igerir; X ’in j.

satir1 ise X ;J, V’deki en kiiglik kareler katsayr tahmincileri ﬂAV, ve Hyise
modelin tahmin edilmis degerlerini tanmimlayan sapka matrisidir ( hat matris
Xy (X ,ZX V)_lX 5 ). Model V icindeki regresyon katsayilarinin toplam adedi

qy = py +1’dir ve burada her zaman sabit katsaymin oldugu varsayilir. Ayni

ifadeler basit dogrusal bir model i¢inde s6z konusudur. Tiim bu bilgiler 1s181nda
capraz gegerlilik ve bootstrap metodlarinin model se¢imi i¢in nasil kullanilacagina
gecilebilir.

Kiitle 6ngorii hatasinin (aggregate prediction errror) capraz gegerlilik ve
bootstrap metodu kullanilarak minimize edilmesiyle en uygun V modeline
ulasilacagr diistiniilmektedir (Hinkley ve Davidson, 1997). Buna goére V modeli
kullanilarak ortalama 6ngorii karesi (average square prediction) soyledir.

2
n
n! Z()/+j - x;j By ) (1.11) buradan kiitle 6ngorii hatasi,
=1
n
DV)= ot + 0 Y - xpy By )’ (1.12)  de  yer  alan
=1

o=y M) gercek coklu regresyon modelinin ortalama (responses)
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tepkilerinin vektoriidiir. Yukaridaki ifadenin veri dagilimi {izerinden beklentisi
almirsa asagidaki (1.13) elde edilir.

AV)=E{D(V)y=(+n""qy) o +u' (I - Hy)  (113)

bu ifade de eger model V dogruysa ,uT (I —Hy)pu sifira esit olacaktir.

Prensipte, en iyi model D(V)’i minimize eden modeldir, fakat modelin
parametreleri bilinmedigi i¢in D(V) ve A(V) igin iyi birer tahminci bulunmalidir.
Boylece en iyi yaklasim, iyi bir yontem secerek bunu biitiin olabilecek modellere
uygulamaktir

Bootstrap metod amaca gore uygulanirken bootstrap Orneklemi B’nin
belirlenmesi 6nem tagimaktadir. Buna gdére konunun yazarlarinin edinmis olduklar
tecriibelerden biraraya getirilen iki kural géze ¢arpar (Efron, 1982). .

1-

Kiigiik sayida bootstrap orneklemleri Ornegin, B=25 konu i¢in
genellikle aydinlatict iken B=50"nin ancak se(€) nimn iyi tahminini
vermekte yeterli oldugu ifade edilmektedir.

Bir standart hatanin tahmin edilmesi i¢in B=200’den fazla 6rnekleme

¢ok fazla ihtiya¢c duyulmazken, giiven araliklarinin belirlenmesinde
B’nin daha biiyiik degerleri istenmektedir.

Bootstrap metodun model se¢imi igin diger metodlara ve 6zelliklede ayni
grupta yer almalar1 agisindan c¢apraz gegerlilige ragmen kullanilmasinin en az iki
nedeni sayilabilir (Shao,1996).

1.

Dogrusal regresyon durumunda bootstrap farkli ¢ikarsamalar
saglamaktadir (6rnegin, giiven setlerinin olusturulabilmesi..) ki bu
diger metodlar ile elde edilenden asimtotik olarak daha dogrudur.
Kullanict agisindan segilmis modele dayanan ardisik ¢ikarsama ve
model sec¢imi, her ikisi de c¢alismada tercih edilebilir. Eger ardigik
¢ikarsama ve model se¢imi i¢in bootstrap kullaniliyorsa, model se¢imi
icin olusturulan bootstrap gézlemleri ayn1 zamanda ardigik ¢ikarsama
icinde kullanilir. Bootstrap’in model se¢imi i¢in kullanilirken ayni
zamanda ardisik ¢ikarsama igin de kullanilmasi arastirma agisindan
ekstra bir maliyet getirmemektedir. Fakat ardisik ¢ikarsama igin
bootstrap ve model se¢imi icin c¢apraz gegerlilik metodunun
kullanilmas1  ekstra bir yeniden Orneklem olusturulmasini
gerektirecektir. Bu nedenle model sec¢imi icin ¢apraz gegerlilik
metodundan kaginilmalidir.
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2. Bootstrap model se¢im prosediirleri, dogrusal regresyon i¢in
olusturulmasina ragmen daha zor problemlerde de 6rnegin dogrusal
olmayan modeller, genellestirilmis dogrusal modeller ve otoregresyon
modellerinde de diger kriterlerde (AIC, BIC, ....) oldugu gibi
kullanim i¢in ortam saglayabilir. Fakat capraz gegerlilik metodu bir
yeniden O0rnekleme metodu olmasina ragmen otoregresyon modelleri
i¢in diigiiniilemez.

Bootstrap model se¢im kriterinin performansi uygulamada diger bilinen bazi
secim kriterlerine gore parametrik olarak sinandiginda daha fazla stiinlik
sergiledigi goriilmektedir (Ucal, 2005). Bu konuda da 6ne siiriilen bazi tartigmalar
mevcuttur. Capraz-gecerlilik ve bootstrap metod birlikte veya karsilastirmali olarak
model se¢ciminde kullanilirken yukaridaki ayrimlara kesinlikle dikkat edilmelidir.

8. Capraz-Gergerlilik ( Cross-validation) Model Secim Kriteri

Eger kare hatalar kullanilacaksa iyi bir tahmin edici olarak birini-disarda-
birak capraz gecerlilik tahmincisi diisiiniilebilir. Bu metod modellerin 6ngdrii
kabiliyetine gore model se¢imi yapilmasini benimsemektedir (Shao, 1993).

p-1
Oncelikle basit bir y = f, + Z Bix; +¢ (1.14) modeli i¢in
i=1
PRESS

n

1 & A -
Ocy = - ZLO’j’yj) = (1.15) olarak almabilir
j=1

( PRESS=prediction Error Sum of Square, yani 6ngorii hata karesi). L(y j,f/ i)
ifadesi kayip fonksiyonunu ( loss function) veritken, L(y;y;) =(v; —»;) ile
de agiklanabilir (Banke ve Drage, 1984). Regresyon modelinde yer alan katsayilar
yalniz bir kez tahmin edilecegine, birini-disarda-birak capraz gecerlilik ile bir cok
PRESS

1 & .

kez tekrarlanmaktadir. Ayrica Ocy = — E L(yj’yj )= ,
n < n

J=1

5?2 = RSS/(n— p) ile de karsilastirilabilir (n=g6zlem sayisi, p=sabit terim dahil
parametre sayisi, RSS=Residual sum of square-Kalint1 kareler toplami). Fakat

Qcv ,52 ’ye gore her zaman daha biiyiik degerler verecektir. Ayrica, PRESS

genellikle s? (1+ p/n) ’e hayli yakin sonuglar vermektedir (Hjorth, 1994).
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Capraz-gegerlilk genis bir model ve matris mantig1 i¢inde sdyle olacaktir,

- L& 0 =)
Aep(V) = =Y —L——-
nic (I =hyy)

(1.16)’da yvy bitiin verilere dayanarak model V’nin tahmin edilmis degeri,

(1.16)

hy; ise j vakast i¢in model V’nin kaldiracidir.

A cv (V) ’in sapmas: kiigiiktiir, fakat bu iyi bir se¢cim yapmak igin yeterli degildir.
Bunun ni¢in oldugunu gérmek i¢in herseyden dnce bir genis formiilasyona ihtiyag
vardir.

Formiilasyon, n ZICV(V) = ST(] —Hy)e+2py + ,uT(] - Hy)u 1.17)
seklindedir. Buradan eger V dogru model ve daha biiyiik bir modeli ifade ediyorsa,
bu durumda biiylik n igin sunlar gegerlidir:
Pr{ACV V)< ACV = Pr(x(zl <2d) oesitligi saglanmalidir ki burada
d =Py, - Py ’dir. Bu olasilik eger d biiyiik degilse, 1’in altinda saglanmaktadur.
Dolayisiyla, n ACV (V) modelindeki uT(I —Hy)p teriminin dogru olmayan
modellerin  secilemeyecegini  garanti etmesine ragmen, ACV (V) ’nin
minimizasyonu tutarli se¢imi saglamaz.

Daha yeterli ve dogru bir A(V)’i tahmin etmek i¢in hem model V’yi

olusturacak ¢ok biiylik miktarda veriye hem de biiyiik sayida bagimli 6ngdriiye
ihtiyag vardir. Bundan dolay1  A(V)’i daha da genellestirerek soyle ifade

edebiliriz.

R
AcyWV) =RV 3ty =9y (Si,))” (1.18)de
r=1 JeS
ar

ny =n-mveny =m biiyiikliigiinde hazirlama ve degerlendirme kiimeleri igin
R farkli parcayr kullanan bir ifade vardir. Aymi zamanda, ifade de
Yvi(Sep) = X{/J BV (S¢y) ve BV (S¢y) ise V’nin en kiigiik kareler

kullanilarak r’inci hazirlanma kiimesinin tahmin edildigi katsayilar1 ve (Si;) ise
hazirlanma kiimelerini ifade eder. Burada dikkat edilmesi gereken R parganin
(split) tiim modeller icin kullanilmasidir.
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n—>owikenn —>m-—>o vem/n—>1 olacak sekilde m’nin secildigi
varsayilirsa, bu Ay (V) ’nin minimizasyonu ile n — coiken R — o0 iken

dogru model i¢in tutarli bir se¢im saglanacagi miimkiindiir..

I11. SONUC

Ekonomik bir olguyu incelerken modelin saglam ve yeterli oldugundan emin
olmak gerekir. Diger boliimlerde de bahsedildigi gibi, kurulan modelin veri
asamasindan baglayarak bir silire¢ i¢cinde sinanmasi gerekmektedir. Ekonomik
aragtirmalarda yon verici olmasi dolayisiyla uygun modelin segilmesine biiyiik
Oonem gosterilmelidir. Amag sadece model kurmak degil ekonomik olguyu ve secili
kiitleyi dogru yansitmasini saglamak olmalidir.

Model Hendry ve Richard’in onerdigi iizere, yapilan kestirimler mantiga
uymali, kuramla uyumlu olmali, agiklayici degiskenleri hata terimiyle iliskisiz
olmali, katsayilar1 duragan olmali, tahmin edilen kalintilar beyaz giiriiltiilii olmali,
son olarakta model tiim diger rakip modelleri kapsamali ve onlarin bulgularinida
aciklayabilmelidir.

Modellerin birbirleri arasindaki performansimi belirlemede sadece klasik
regresyon testlerinin yeterli kalmadigi bunlarin yaninda daha 6nceki boliimlerde
bahsedilen model se¢im kriterlerine ihtiya¢ duyuldugu aciktir. Model se¢im
kriterlerinin birbirlerine gore iistiinliikkleri ve nasil kullanilacaklarina dikkat
edilmelidir. Aslinda McQuarrie ve Tsai’nin tasarladigi iizere tiim Kkriterlerin
modellerin yapilarina (tek degiskenli, ¢cok degiskenli, vektor otoregresif, robust,
nonparametrik ve semiparametrik modeller gibi) goére ayr1 ayn incelenerek
karsilastirilmasidir. Ciinkii her kriterin modellin yapisina gore gosterecegi
performans farklidir.

Son olarak, arastirmact Hendry’nin TTT: test, test, test (bahsedilen model
secim kriterleri diisiiniilerek) anlayisin1 ve cimrilik prensibini, kullanilacak dogru
modele ulasmak i¢in hedef olarak kabul etmelidir.
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EK
Cimrilik Prensibi:

Box ve Jenkins (1970:17) “verinin en iyi sekilde yansitilabilmesi i¢in en az sayida
parametre yani degisken kullanilmalidir” ifadesiyle ortaya attiklart cimrilik
prensibi, tim model se¢im kriterlerinde genisletilerek kullanilmistir. Breiman
(1992) ve Zhang (1994) yazdiklar1 makalelerinde bu konuya ayrintili olarak
deginmislerdir. Prensibi asagidaki sekil ile agiklayabiliriz..

viTRCe

Mumber of Paramelcs

Yukaridaki sekle dikkatlice bakildiginda, egilim ve varyans arasindaki iligkinin
parametre sayistylada yakindan iligkili oldugu goriiliir. Parametre sayisinin
artirllmasiyla saglanan modelde egilimin azaldig1 buna karsin varyansin biiyiidiigi
goriiliir. Fakat secilmis bir modelde ¢ikarsamalar agisindan varyansin artmasi
diiglindiiricii olmaktadir. Ayrica, en iyi modelin egilim ve varyansin kesistigi
noktaya ihtiyact yoktur. Cimrilik prensibi egilim ve varyans arasindaki uygun
dengeyi basarmaya galigmaktadir. Zaten tiim model se¢im kriterlerinin temelinde
de bu yaklasim vardir. Daha sonralar1 prensip genisletilerek kriterlerde yer almaya
devam etmigtir.



