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Abstract

This study attempts to investigate the determinants of economic growth in Syria from 1980 to 2010. Results from the Johansen cointegration test indicate that public sector investment, private sector investment, exports, oil price, and population growth have positive long-run relationships with economic growth. Public sector investment has the biggest effect on economic growth. The Granger causality test results indicate bidirectional causality relationships between public sector investment, private sector investment, oil price, population growth and GDP in the short and long run. There are also bidirectional causality relationships between exports and GDP in the short run, and unidirectional causality relationship running from exports to GDP in the long run.
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1. Introduction

Syria is a middle-income developing country with a diversified economy. It depends mainly on agricultural products and mineral industries such as oil, natural gas and phosphates which are owned by the state. The agriculture, mineral and manufacturing sectors accounted for more than 40% of the GDP (CBS, 2010).

The Syrian economy is centrally planned since 1963. However, the government has adopted the social market economy as its main economic strategy during the Tenth Syrian Five-Year Plan (2006-2010), and it has reduced its central planning gradually in line with the needs of economic development (SIED, 2011). Besides that, it has been working to reform the economy by opening up most sectors for private and foreign direct investment, diversifying the economy, reducing the country's dependence on oil and agriculture, opening private banks, establishing a stock market, and consolidating all the multiple exchange rates (USDS, 2011). However, Syria's economy is still facing serious growth challenges, such as poor performance of the public sector, declining oil production, deficits in the trade balance, high level of bureaucracy, and corruption. Furthermore, the rate of investment, and the levels of industrial and agricultural productivity are low due to a centrally planned economy (USDS, 2011).

Figure 1 shows the annual GDP growth rate in Syria from 1980 to 2010. In the early 1980s, GDP growth declined from 11.9% in 1980 to -4.1% in 1984 due to the fall in oil prices, drop in export revenues, falling Arab financial assistances, depreciation of the Syrian pound, and the drought (Boris, 1987). However, the GDP growth rate increased in 1985, after a sudden increase in FDI inflows. In 1986 the GDP growth rate dropped to -4.95% due to the fall in oil prices. Then, it moved up again in 1987 and 1988 due to the expansion of crude oil production and increase in oil prices. But in 1989, it declined again to -8.95% after a reduction in agricultural production. The GDP growth rate then increased to 7.9% in 1990 due to the rise in Syrian exports to the Soviet Union and Eastern European markets and the oil price increase.

During the first half of the 1990s, the resources of the state treasury increased from the Arab countries' assistances, agriculture sector returns, and the higher returns from crude oil exports, with increased oil production in that period (Kafri, 2004). These developments have positive impact on economic growth, and the average GDP growth rate was 7.99% during the period of 1991-1995. However, the GDP growth was lower during the second half of the 1990s due to declining oil production, decreasing investment and increasing unemployment (Seifan, 2009). But in 1998, the economy improved after the increase in agriculture production, industrial output, FDI inflows and investment. While, in 1999 the GDP growth dropped to -3.55% due to the drought as well as the declining oil production and investment. In 2000, oil prices and FDI inflows increased, which affected positively on economic growth.
During the period of 2001 to 2010, the average GDP growth rate was about 4.3%. This increase in the GDP growth was due to rising world oil prices and increasing FDI. Furthermore, the government’s strategy to open up its economy to foreign investment, upgrade productivity, increase private sector involvement in economic development, and modernize industrial measures have boosted GDP growth (UNIDO, 2009). However, increasing inflow of Iraqi nationals into Syria after the Gulf War in 2003 was the main reason for rising inflationary pressures in the Syrian economy, which led to a decline in the rate of economic growth in 2003 to 1.6% (El-Quqa et al. 2007). The GDP growth slowed to 3.2% in 2010 due to the fall in FDI, drought, and decreasing returns from the oil sector after a decline in oil production.
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**Figure 1. GDP growth rate in Syria (annual %), 1980-2010**

*Source: World Bank.*

If we take a quick look at the history of Syria’s economic growth, from 1980 until 2010, it seems that fluctuations in the rate of economic growth are a result of different factors such as changes in the public and private sector investments, foreign trade, population growth, oil price shocks, assistance from the Arab oil countries and drought. However, Syria was able to achieve reasonable growth rates during the last decade, in spite of the global financial crisis and the tense political atmosphere in the region (Seifan, 2009). Unfortunately, the war in Syria which started in 2011, has caused a huge damage on the social and economic condition of the country, and created a new situation quite different than in before 2011. By the end of 2013, total volume of GDP loss since the start of the conflict was USD 70.88
billion. Furthermore, many factories have been destroyed, the infrastructure has been damaged, the deficit in the trade balance has increased, the depreciation of the exchange rate of the Syrian pound has increased, and many oil wells have been controlled by the terrorists (SCPR, 2014).

The main objective of this study is to investigate the determinants of economic growth of Syria from 1980 to 2010, which may assist Syrian policy makers in rebuilding the Syrian economy after the war. The organization of this study is as follows. The following section is the literature review and Section 3 provides a brief discussion on the methodology. Section 4 reports the empirical results, and the conclusion and recommendations are presented in Section 5.

2. Previous Studies

Economic growth is one of the most important topics that have been discussed in many empirical studies. Some of these studies evaluated the role of public and private sector investment in economic growth, while others look at the effect of population, oil price and trade.

Most of the studies that investigated the relationship between public and private sector investments and economic growth indicated a positive relationship between investments and economic growth. These studies were based on different estimation techniques such as ordinary least square (Ghura, 1997), panel data analysis (Ramirez & Nazmi, 2003), cointegration analysis (Aka, 2007; Kandenge, 2010; Fatima, 2012) and error correction model (Bukhari, Ali & Saddaqt, 2007). However, Ibrahim (2000) argued that public investment is unproductive in Malaysia. Using annual data from 1961-1995, he found that the relationship between public capital formation and the growth rate of income per capita is negative, while private sector investment and export performance are related positively to economic growth in the country. Ghal (1998) also revealed that in the long run, public investment has a negative effect on private investment and growth in Tunisia, while in the short run public investment has no effect on growth, but it has a negative effect on private investment.

The relationship between population growth and economic growth were mixed. Some studies have found that population growth has a positive relationship with economic growth and this was supported by Savas (2008), Furuoka (2009) and Furuoka and Munir (2011). However, Afzal (2009) and Trang and Hieu (2011) found a negative relationship between population growth and economic growth. In addition, some of the studies such as Dawson and Tiffin (1998) for India, Thornton (2001) for seven Latin American countries, and Mushtaq (2006) for Pakistan indicated that there were no long run cointegrating relationship between population and economic growth. Furthermore, many studies have investigated the impact of oil price on economic growth. For example, Gisser and Goodwin (1986), Burbidge and Harrison (1984), Hamilton (1983), and Darby (1982), they found that
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Oil price increases have a negative effect on the economic growth of oil importing countries. Besides, other studies such as Ito (2008), Aliyu (2009), Berument, Ceylan and Dogan (2010), Yong et al. (2011), and Emami and Adibpour (2012) found that oil price has a positive effect on economic growth of oil exporting countries.


3. Methodology

In this study, the vector autoregression (VAR) model will be used. This model is a statistical model that is especially useful for analyzing, describing and forecasting the behaviour of financial and economic time series. It is used for analyzing the dynamic effect of random disturbances on the variables in the system, and for forecasting a system of interrelated time series. Moreover, the VAR model is also used to evaluate the relationships between variables in the model. Furthermore, the VAR model is flexible and easy to use, and it is less restrictive than other approaches. In this study, the VAR model is used to test for cointegration and investigate the determinants of economic growth in Syria.

The economic growth model consists of six variables, namely, the gross domestic product (GDP), gross fixed capital formation of the public sector (GI), gross fixed capital formation of the private sector (PI), exports (EXP), oil price (OP), and population growth rate (GPOP) of Syria. GDP is the dependent variable. The model is presented as follows:

\[
\ln GDP = \alpha + \beta_1 \ln GI + \beta_2 \ln PI + \beta_3 \ln EXP + \beta_4 \ln OP + \beta_5 GPOP + \epsilon_t \quad (1)
\]

where \(\beta_0\) is the intercept, \(\beta_1, \beta_2, \beta_3, \beta_4,\) and \(\beta_5\) are the slope coefficients, \(\ln GDP\) is the natural log of real gross domestic product (millions of SYP), \(\ln GI\) is the natural log of real gross fixed capital formation of the public sector (millions of SYP), \(\ln PI\) is the natural log of real gross fixed capital formation of the private sector (millions of SYP), \(\ln EXP\) is the natural log of real exports (millions of SYP), \(\ln OP\) is the natural log of oil price (US dollars per barrel), \(\ln EXP\) is the natural log of real exports (millions of SYP), \(GPOP\) is the population growth rate (percent), and \(\epsilon_t\) is the error term.

This study uses annual time series data of Syria during the period from 1980 to 2010. These data were collected from the Central Bureau of Statistics in Syria (CBS).
and World Bank (WB). Because this study involves time series data, it is necessary to begin the analysis with the unit root tests. Augmented Dickey-Fuller (ADF) unit root tests will be conducted on each variable in the model to find out whether the time series data are stationary at the level or first difference. After testing for stationarity and confirming the order of integration of each time series, and if the variables in the model are found to be integrated of the same order, the Johansen cointegration test will be applied to establish whether there is any long-run or equilibrium relationship between the variables in the model. If the variables are found to be cointegrated, then the Granger causality tests will be conducted based on the VECM to determine the long and short run causality relationships among the variables in the model. However, the VECM will be subjected to the residual diagnostics, namely, the normality, serial correlation, heteroskedasticity and Ramsey RESET tests first to ascertain the statistical adequacy of the model before running the Granger causality tests. On the other hand, if the Johansen test results indicate no cointegration among the variables in a particular model, then the Granger causality tests will be based on the VAR model. Lastly, Impulse response functions (IRFs) and variance decomposition (VD) analysis will be computed for the model to evaluate if the independent variables have any significant role in explaining the variation of the dependent variable at the short- and long-run forecasting horizons.

4. Empirical Results and Discussion

From the ADF unit root test results given in Table 1, we can see that all the six variables are not stationary at the levels, but become stationary after first differencing at least at the 5 per cent level of significance. This means that all the variables are integrated of order 1, that is, I(1).

Table 1. ADF unit root test results

<table>
<thead>
<tr>
<th>ADF</th>
<th>Level</th>
<th>First difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intercept</td>
<td>Trend and intercept</td>
</tr>
<tr>
<td>lnGDP</td>
<td>1.117441</td>
<td>-1.771122</td>
</tr>
<tr>
<td>lnGI</td>
<td>-0.610223</td>
<td>-3.141075</td>
</tr>
<tr>
<td>lnPI</td>
<td>-0.362961</td>
<td>-1.744027</td>
</tr>
<tr>
<td>lnEXP</td>
<td>0.195672</td>
<td>-3.229596</td>
</tr>
<tr>
<td>lnOP</td>
<td>-0.522746</td>
<td>-1.637071</td>
</tr>
<tr>
<td>GPOP</td>
<td>-2.290884</td>
<td>-1.677601</td>
</tr>
</tbody>
</table>

Note: *** Denotes significance at the 1 percent level, and ** at the 5 per cent level.

4.1. Johansen Cointegration Test Results

Since all the variables are stationary in the first difference, we can determine the presence of any cointegration or long-run relationship among the variables based on the Johansen cointegration test. However, before running the cointegration test, we run the VAR model first to determine the optimal lag length, based on the
minimum Akaike Information Criterion (AIC). Due to the limited number of observations, the maximum lag has been set to 2 in the lag length selection process. The optimal lag length is 2 lags based on the AIC.

After having determined the number of lags, we then proceed with the cointegration test for the model. Table 2 shows that there are five cointegration equations based on the trace test and four cointegration equations based on the maximum eigenvalue test. In other words, the results indicate more than one long-run relationship exist among the variables in the system comprising lnGDP, lnGI, lnPI, lnEXP, lnOP, and GPOP.

### Table 2. Johansen cointegration test results

<table>
<thead>
<tr>
<th>No. of CE(s)</th>
<th>Trace Statistic</th>
<th>Prob</th>
<th>Max-Eigen Statistic</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>r = 0</td>
<td>235.2160</td>
<td>0.0000</td>
<td>81.29044</td>
<td>0.0000</td>
</tr>
<tr>
<td>r ≤ 1</td>
<td>153.9256</td>
<td>0.0000</td>
<td>70.83062</td>
<td>0.0000</td>
</tr>
<tr>
<td>r ≤ 2</td>
<td>83.09497</td>
<td>0.0000</td>
<td>30.52071</td>
<td>0.0279</td>
</tr>
<tr>
<td>r ≤ 3</td>
<td>52.57427</td>
<td>0.0003</td>
<td>29.59086</td>
<td>0.004</td>
</tr>
<tr>
<td>r ≤ 4</td>
<td>22.93409</td>
<td>0.0206</td>
<td>15.80006</td>
<td>0.0517</td>
</tr>
<tr>
<td>r ≤ 5</td>
<td>7.183347</td>
<td>0.1171</td>
<td>7.183347</td>
<td>0.1171</td>
</tr>
</tbody>
</table>

**Note:** *** Denotes significance at the 1 percent level, and ** at the 5 percent level

Since there are more than one cointegration relationship between the variables, the cointegrating equation that we have selected to explain the economic growth in Syria is the one that seems to support the theoretical a priori expectations with regard to the sign of the respective variables in the economic growth model. The cointegrating equation was normalized using the real GDP variable. Table 3 shows the normalized cointegrating vector.

### Table 3. Cointegration equation normalized with respect to GDP

<table>
<thead>
<tr>
<th>lnGDP</th>
<th>lnGI</th>
<th>lnPI</th>
<th>lnEXP</th>
<th>lnOP</th>
<th>GPOP</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000000</td>
<td>-0.536766</td>
<td>-0.420254</td>
<td>-0.142589</td>
<td>-0.146249</td>
<td>-0.161863</td>
<td>1.408858</td>
</tr>
<tr>
<td></td>
<td>(0.02332)</td>
<td>(0.03781)</td>
<td>(0.02392)</td>
<td>(0.02321)</td>
<td>(0.02953)</td>
<td>(1.00665)</td>
</tr>
</tbody>
</table>

From Table 3, the long-run lnGDP equation can be written as:

\[
\text{lnGDP} = -1.408 + 0.536 \text{ lnGI} + 0.420 \text{ lnPI} + 0.142 \text{ lnEXP} + 0.146 \text{ lnOP} + 0.161 \text{ GPOP}
\]

The cointegration equation given by equation (2) above shows that the lnGDP is positively related to lnGI, lnPI, lnEXP, lnOP and GPOP.

The coefficient of lnGI indicates that for every one percent increase in public sector investment, the GDP of Syria will increase by 0.54 percent. Furthermore, the coefficient of lnPI signifies that for every one percent increase in private sector investment, the GDP will increase by 0.42 percent. These results suggest that both public and private sector investments play important roles in Syria’s economic growth. The public sector supports the local economy by creating the infrastructure
that contributes to achieving economic development, and establishing projects that the private sector cannot or is unwilling to undertake due to the huge financial costs and lack of profits that can be derived from these projects. Besides, based on the socialist direction of the Syrian economy since 1963, the government has adopted the policy of nationalization, offered free education to every child in the country, and provided free health services to its citizens. However, since the year 2000, the government has been working towards gradually reforming the Syrian economy from central planning towards a social market economy by creating an attractive investment climate. Hence, the public sector has been playing a central role in the Syrian economy.

On the other hand, the private sector buttresses the national economy by creating new job opportunities and producing goods and services for domestic consumption and export, which reflected positively on the local economy. The Syrian government has also engaged the private sector in various economic activities by giving it a bigger role in the local economy. For example, the government has allowed the private sector to invest in certain industries that were earlier only state-owned, such as cement and sugar production. In addition, the government has allowed the private sector to invest in private higher education, print newspapers and magazines, establish commercial radio stations, and create private banks, Islamic banks, and insurance companies. Our finding is in line with the results of Ghura (1997), Ramirez and Nazmi (2003), Bukhari et al. (2007), Aka (2007), Kandenge (2010), and Fatima (2012). These studies also found that public and private sector investment have positive effects on economic growth.

The coefficient on lnEXP indicates that for every one percent increase in exports, the GDP will increase by 0.14 percent. An increase in exports leads firms to increase their output, enhance their production, and boost both local and foreign investments in the country. In addition, exports supply the state budget with earnings and foreign currency that can be utilized for importing capital and intermediate goods. Furthermore, the Syrian government has been seeking to transform the Syrian economy from a relatively low productivity economy to an economy with a competitive production capacity, by improving the production base, creating an attractive investment climate, applying modern technology to develop production and trading with different countries. Hence, exports play a vital role in promoting economic growth in the country. This result is similar to the results obtained by Tyler (1981), Balassa (1985), Krueger (1990), Singupta and Espana (1994), Shirazi and Abdul-Manap (2004), Alhajhoj (2007), Hye and Bel Haj Boubaker (2011), and Saad (2012).

The coefficient on lnOP denotes that when the oil price increases by one percent, the GDP will increase by 0.15 percent. A higher oil price motivates Syria to increase its oil production, which leads to the increase in its GDP. Moreover, oil exports contribute a high percentage share of total Syrian exports, and two thirds of Syrian foreign exchange earnings come from the oil sector. Increase in the oil price will
boost total Syrian exports, which in turn improves the trade balance, fills the export-import gap, and generates revenue growth and foreign exchange inflows. Besides, high oil prices do attract investors to invest in the oil industry. Hence, a boost to oil prices does have a positive impact on the economic growth of the country. On the other hand, when oil prices fall, Syria will see a reduction in export revenue and this will have a negative impact on its economy. Similar results were also borne by Ito (2008), El-Anshasy (2009), Aliyu (2009), Yong et al. (2011), and Emami and Adibpour (2012), who indicated that a rise in oil prices affects positively the economic growth of oil-exporting countries.

The coefficient on GPOP indicates that for every 0.01 percent increase in the population growth rate, the GDP will increase by 0.162 percent. Population growth is the main source of labor supply. In addition, with population growth, the domestic consumption and demand for various goods and services in the country will also increase in tandem. Akin to other developing countries, most production activities in Syria are labour-intensive activities, so increases in the population can boost production, which will in turn affect positively on the economic growth of the country. Our result is consistent with the new growth theory, which assumes that population growth can be an important source of economic growth. Likewise, Savas (2008), Furuoka (2009) and Furuoka and Munir (2011) found that population growth has positive effects on economic growth.

4.2. Statistical Diagnostic Tests Results

Since the variables in the model are cointegrated, we have estimated the VECM to model the short-run dynamics. However, it is essential to subject the VECM to a number of diagnostic tests, namely, the normality, serial correlation, heteroskedasticity and Ramsey RESET to ascertain the model’s statistical adequacy. A 5% level of significance will be used in all these tests.

The results of the diagnostic tests are reported in Table 4. The VECM with lnGDP and lnEXP as the dependent variables passed the normality, heteroskedasticity (BPG and ARCH) and Ramsey RESET tests, but did not pass the serial correlation LM test.

However, the VECM with lnGI, lnPI, lnOP, and GPOP as the dependent variable passed the normality, serial correlation, heteroskedasticity (BPG and ARCH) and Ramsey RESET tests. The serial correlation problem may be due to the insufficient number of lags in the VECM. However, after increasing the lag length, the serial correlation problem still persists. Given the limited number of observations, it is not possible to further increase the lag length. Therefore, the serial correlation problem has been corrected using the Newey-West HAC (heteroskedasticity-autocorrelation consistent) standard errors before proceeding with the t and F tests for long-run and short-run Granger causality.
### Table 4. Results of the statistical diagnostic tests on the VECM

<table>
<thead>
<tr>
<th>Test</th>
<th>Dependent variables</th>
<th>lnGDP</th>
<th>lnGI</th>
<th>lnPI</th>
<th>lnEXP</th>
<th>lnOP</th>
<th>GPOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>JB test</td>
<td></td>
<td>0.595766</td>
<td>0.344216</td>
<td>4.020530</td>
<td>0.552649</td>
<td>2.035149</td>
<td>0.583155</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.742388)</td>
<td>(0.841888)</td>
<td>(0.133953)</td>
<td>(0.758567)</td>
<td>(0.361471)</td>
<td>(0.747084)</td>
</tr>
<tr>
<td>LM test</td>
<td></td>
<td>1.630891(2)**</td>
<td>0.100215(2)</td>
<td>2.848510(2)**</td>
<td>0.235888(2)</td>
<td>0.537605(2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0019)</td>
<td>(0.0001)</td>
<td>(0.0133953)</td>
<td>(0.3260)</td>
<td>(0.1002)</td>
<td></td>
</tr>
<tr>
<td>BPG test</td>
<td></td>
<td>1.851489</td>
<td>1.350987</td>
<td>0.394113</td>
<td>0.845348</td>
<td>0.302289</td>
<td>0.762566</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2861)</td>
<td>(0.2725)</td>
<td>(0.7232)</td>
<td>(0.4444)</td>
<td>(0.8779)</td>
<td>(0.5081)</td>
</tr>
<tr>
<td>ARCH test</td>
<td></td>
<td>1.540999(1)</td>
<td>0.165130(1)</td>
<td>1.523327(1)</td>
<td>0.532549(1)</td>
<td>0.053530(1)</td>
<td>0.787674(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2099)</td>
<td>(0.6738)</td>
<td>(0.2125)</td>
<td>(0.4514)</td>
<td>(0.8096)</td>
<td>(0.3629)</td>
</tr>
<tr>
<td>RESET test</td>
<td></td>
<td>0.055651(1)</td>
<td>4.203823(1)</td>
<td>0.968691</td>
<td>0.000540(1)</td>
<td>0.395427(1)</td>
<td>1.281751(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.8251)</td>
<td>(0.0611)</td>
<td>(0.3807)</td>
<td>(0.9829)</td>
<td>(0.7062)</td>
<td>(0.3008)</td>
</tr>
</tbody>
</table>

**Note:** ** Denotes significance at the 1 percent level, and * at the 5 per cent level.

### 4.2. Granger Causality Tests Results

After the VECM was subjected to the residual and stability diagnostics, the Granger causality tests based on the VECM are used to examine the short- and long-run causality relationships among the variables in the model. The F-test results show the significance of the short-run causal effects, while the significance of the coefficient of the lagged error correction term \( \text{ect}(-1) \) shows the long-run causal effect.

It is clear from Table 5 that the F-statistics for the short-run dynamics reveal bidirectional causality relationships between \( \text{lnGI} \) and \( \text{lnGDP} \), and \( \text{lnPI} \) and \( \text{lnGDP} \). The results suggest that both public and private sector investment Granger cause economic growth in Syria through improved and increased production, and economic growth in turn creates an attractive investment climate in the country, which motivates producers (in the public and private sectors) to increase their investments in the country.

### Table 5. Granger causality test results

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>( \Delta \text{lnGDP} )</th>
<th>( \Delta \text{lnGI} )</th>
<th>( \Delta \text{lnPI} )</th>
<th>( \Delta \text{lnEXP} )</th>
<th>( \Delta \text{lnOP} )</th>
<th>( \Delta \text{GPOP} )</th>
<th>( \text{ect}(-1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \text{lnGDP} )</td>
<td>-</td>
<td>12.02 (2)**</td>
<td>33.36 (2)**</td>
<td>40.04 (6)**</td>
<td>11.44 (3)**</td>
<td>13.66 (3)**</td>
<td>-2.09*</td>
</tr>
<tr>
<td>( \Delta \text{lnGI} )</td>
<td>3.74 (2)**</td>
<td>-</td>
<td>3.29 (2)**</td>
<td>2.10 (2)</td>
<td>2.36 (2)**</td>
<td>1.66 (2)</td>
<td>-2.37**</td>
</tr>
<tr>
<td>( \Delta \text{lnPI} )</td>
<td>7.20 (3)**</td>
<td>11.98 (3)**</td>
<td>-</td>
<td>3.72 (5)**</td>
<td>1.58 (3)</td>
<td>1.54 (2)</td>
<td>-3.74**</td>
</tr>
<tr>
<td>( \Delta \text{lnEXP} )</td>
<td>11.09 (5)**</td>
<td>8.06 (2)**</td>
<td>4.17 (3)**</td>
<td>-</td>
<td>12.92 (3)**</td>
<td>31.98 (3)**</td>
<td>-1.92</td>
</tr>
<tr>
<td>( \Delta \text{lnOP} )</td>
<td>6.95 (4)**</td>
<td>3.20 (2)**</td>
<td>5.73 (3)**</td>
<td>5.26 (3)**</td>
<td>-</td>
<td>8.90 (4)**</td>
<td>-2.57**</td>
</tr>
<tr>
<td>( \Delta \text{GPOP} )</td>
<td>3.81 (3)**</td>
<td>3.89 (3)**</td>
<td>1.33 (2)</td>
<td>0.24 (2)</td>
<td>0.88 (4)</td>
<td>-</td>
<td>-2.27*</td>
</tr>
</tbody>
</table>

**Notes:** \( \text{ect}(-1) \) represents the error correction term lagged one period. The numbers in the brackets show the optimal lag based on the AIC. \( \Delta \) represents the first difference. Only F-statistics for the explanatory lagged variables in first differences are reported here. For the \( \text{ect}(-1) \) the t-statistic is reported instead. ** denotes significance at the 5 per cent level and * indicates significance at the 10 per cent level.
Table 5 also shows a bidirectional causality relationship between lnEXP and lnGDP. Exports motivate producers to raise and improve their production, which can boost economic growth in the country, and higher economic growth motivates producers to expand their production and exports. There is also a bidirectional causality relationship between lnOP and lnGDP. This outcome implies the significance of the oil sector in the Syrian economy, and the effect of oil price on production costs and hence GDP growth.

Furthermore, there is a bidirectional causality relationship between GPOP and lnGDP. Population growth supports production activities with a bigger labor force, and increases the local demand for various goods and services, which motivates producers to increase their production in the country. At the same time, higher economic growth leads to improvements in the standard of living in the country, which causes population growth in the country. There are also bidirectional long-run causality relationships between lnGI, lnPI, lnOP, GPOP and lnGDP, and unidirectional long-run causality relationship running from lnEXP to lnGDP, which agrees with the export-led growth theory.

4.4. Impulse Response Functions (IRFs) Results

Impulse response functions (IRFs) are used to study the dynamic effects of a particular variable’s shock on the other variables that are included in the same model. Besides, we can examine the dynamic behaviour of the time series over a ten-year forecast horizon. Furthermore, through the IRF we can know whether the response of one variable to changes in other variables is positive or negative and whether it is significant or not. If the point estimate of the IRF is above the zero line, this means that the response is positive, and if the point estimate of the IRF is below the zero line the response is negative. Besides, if the point estimate of the IRF passes through the zero line, the response is insignificant. There are many options for transforming the impulses. We will use the generalized impulse response functions (GIRF).

Figure 2 shows that lnGDP responds negatively to a shock in lnGI after the first year and the impact of the shock does not die down even after 10 years. This means that there is a negative long term effect of a shock to GI on GDP growth. However, a shock to lnPI has a positive effect on lnGDP and the effect is permanent. These results indicate that the Syrian government should attempt to encourage private sector investment and improve public sector investment in the country.

Both public and private investment should be focused on increasing productive capacity, enhancing productivity and competitiveness as well as improving infrastructure and social amenities.

There is also a positive long term effect of an export shock on GDP growth, which is consistent with the export-led growth theory, and shows the important role of exports in supporting Syrian economic growth. Furthermore, lnGDP responds
positively to a shock to lnOP in the first five years and then it responds negatively in the following years. Since oil price has a negative effect on GDP in the long run, it is crucial that the government reduces its dependence on oil exports, and keep it as reserve stock that can be utilized later for domestic production activities in order to circumvent the negative impact of high oil prices on the national economy in the future. Lastly, a shock to GPOP will have a negative effect on lnGDP, which increases over time. Given this result, it is judicious to improve the quality of human capital in the country in order to increase the supply of highly skilled and knowledgeable workforce, and use modern technology in the production activities to boost productivity, competitiveness, and growth of the Syrian economy.

![Figure 2. Generalized impulse response functions (GIRF) results](image)

4.5. Variance Decomposition (VD) Analysis

The forecast error variance decompositions (VD) for the 1- to 10-year forecast horizons are examined to explain how much of the forecast error variance of lnGDP can be explained by its own shocks and shocks to the other variables in the lnGDP model at the various the forecast horizons. Table 6 reports the percentages of the forecast error variances accounted for by each shock.
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Table 6. Variance decomposition (VD) analysis

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>lnGDP</th>
<th>lnGI</th>
<th>lnPI</th>
<th>lnEXP</th>
<th>lnOP</th>
<th>GPOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.056572</td>
<td>100.0000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>2</td>
<td>0.083457</td>
<td>82.73526</td>
<td>3.623831</td>
<td>0.143563</td>
<td>0.928451</td>
<td>7.843377</td>
<td>4.725521</td>
</tr>
<tr>
<td>3</td>
<td>0.104441</td>
<td>73.72134</td>
<td>11.35003</td>
<td>0.316886</td>
<td>3.035326</td>
<td>5.225706</td>
<td>6.350713</td>
</tr>
<tr>
<td>4</td>
<td>0.118436</td>
<td>63.91311</td>
<td>12.10663</td>
<td>1.070928</td>
<td>7.830690</td>
<td>4.747857</td>
<td>10.60079</td>
</tr>
<tr>
<td>5</td>
<td>0.135778</td>
<td>51.98381</td>
<td>14.27217</td>
<td>1.902878</td>
<td>13.86591</td>
<td>5.340201</td>
<td>12.63322</td>
</tr>
<tr>
<td>6</td>
<td>0.154391</td>
<td>40.62437</td>
<td>14.59406</td>
<td>3.363916</td>
<td>5.225706</td>
<td>6.350713</td>
<td>14.39353</td>
</tr>
<tr>
<td>7</td>
<td>0.173753</td>
<td>32.07718</td>
<td>14.14725</td>
<td>4.794506</td>
<td>20.86710</td>
<td>13.24414</td>
<td>14.86982</td>
</tr>
<tr>
<td>8</td>
<td>0.194810</td>
<td>25.61158</td>
<td>14.03344</td>
<td>5.971281</td>
<td>22.88858</td>
<td>16.82149</td>
<td>14.67363</td>
</tr>
<tr>
<td>10</td>
<td>0.240658</td>
<td>17.67064</td>
<td>14.60472</td>
<td>7.482165</td>
<td>24.82046</td>
<td>21.67682</td>
<td>13.74519</td>
</tr>
</tbody>
</table>

At shorter forecasting horizons, GDP shocks explains a very high percentage of its forecast error variance. In contrast, at the 10th year forecast horizon, 25% of the forecast error variance of lnGDP is explained by innovations in lnEXP and 22% by innovations in lnOP. However, innovations in lnPI, lnGI and GPOP account for only 7.5%, 15% and 14% of the forecast error variance of lnGDP respectively, while innovations in lnGDP itself explained only 17.7% of its forecast error variance. Furthermore, we can see that the relative contribution of lnGI, lnPI, lnEXP and GPOP shocks on lnGDP increased as the forecasting horizon expands, while the contribution of a lnOP shock declined in the first four years and then started to rise from the fifth to the tenth year forecasting horizons. Moreover, the contribution of lnGI shock is greater in explaining the variation in lnGDP forecast error variance in the medium term horizons (2–5 years), while the contribution of lnEXP shock is more significant at longer term forecasting horizons (6–10 years). In contrast, the proportion of the variation in lnGDP which is attributable to its own shock decreases steadily over the same forecasting horizons.

5. Conclusion

This study investigated the determinants of economic growth in Syria using annual time series data from 1980 to 2010. The model consists of six variables, with the GDP as the dependent variable and public sector investment, private sector investment, exports, oil price, and population growth rate as the independent variables. The ADF unit root test, Johansen cointegration test, Granger causality tests, impulse response functions (IRF), and variance decomposition (VD) analysis were used in this study. The ADF test results indicate all variables are I(1). The Johansen cointegration test showed that public sector investment, private sector investment, exports, oil price, and population growth rate have positive long-run relationships with GDP. Furthermore, from the Granger causality tests, we found that there are bidirectional long-run causality relationships between public sector investment, private sector investment, oil price, population growth rate and GDP. There is also evidence of unidirectional long-run causality relationship running from exports to GDP. While in the short run, there are bidirectional short-run causality
relationships between public sector investment, private sector investment, exports, oil price, population growth rate and GDP.

The impulse response functions (IRFs) indicated that when there is a shock to public sector investment or population growth rate, GDP will respond negatively in the following years. However, when there is a shock to private sector investment or exports, GDP will respond positively in the following years. Furthermore, when there is a shock to oil price, GDP will respond positively in the first five years, followed by a negative response in the following years. The variance decomposition (VD) analysis showed that at a ten-year forecasting horizon, 25% of the forecast error variance of GDP is explained by exports, while 22%, 15%, 14% and 7.5% of the GDP forecast error variance are explained by oil price, public sector investment, population growth rate and private sector investment variations, respectively.

Based on the results of this study, after the war in Syria, it is necessary to rebuild what was destroyed through improving the Syrian industry, increasing productivity, and improving the quality and competitiveness of the Syrian products in both the local and global markets. The quality of its exports must be able to compete with foreign products in the global markets. It is important also to reduce the dependence on raw material for manufacturing exports and increase the exports of finished products to decrease the impact of raw material price fluctuations on the Syrian economy, and to exploit the raw materials in national industries. Moreover, the government needs to reduce the level of bureaucracy, improve the performance of the public sector, and boost the private sector. Furthermore, human capital development has an important role in the Syrian economy. The government must work to improve the human capital by improving educational standards, health services, infrastructure and the standard of living, as well as provide training to the workforce to upgrade their qualifications and skills for better work performance.

Finally, the Syrian government should work to strengthen the domestic growth factors in the Syrian economy to achieve the required growth, through lessening the role of central planning in the Syrian economy, creating an attractive investment climate in the country, improving the performance and efficiency of the public sector, increasing private sector investment, improving the levels of industrial and agricultural productivity, diversifying exports, and improving the human capital in the country. Last but not least, there is the urgent need for political stability in the country.
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