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ABSTRACT 
 

Within the framework of this paper, we consider an M/M/2 queuing model where a threshold –on the 
queue size- type control is assumed for using (or not using) the slower server. The optimization policy 
to control is based upon a mini-max criterion, which minimizes the maximum “first passage time to an 
idle period” for the servers. We derived the formulas to calculate the exact value of the optimal 
threshold, and we analyzed some extreme cases for the explicit expressions to connect the optimal 
threshold values to the queuing parameters. 
 
 
Keywords: Congestion, M/M/2 Queues, Optimization, Mini-Max 
 
 
1. INTRODUCTION 
 
In the terminology of routing literature, a 
strategy is a complete decision procedure for 
directing the traffic in a network, such that the 
constraints related to the network are satisfied, 
and a particular performance objective is 
achieved, meantime. Talking about routing in a 
network usually recalls “the store-and-forward 
type” networks, which can be taken as a 
collection of “nodes” and links [2] that 
interconnects them. In this effect, a strategy is 
called local –as opposed to “centralized”- when 
only node level parameters and node state 
variables are used to implement the strategy in 
the individual nodes. Each node implements the 

local strategy in its own right to achieve its 
performance objective.1 A strategy is called 
“dynamic” –as opposed to “static”- when it is 
implemented as a function of the state of the 
node 2. In this paper, a work toward a dynamic-
local routing strategy is evaluated. 
 
Queuing theory is considered to be the most 
useful mathematical media to deal with the 

                                                           
1 The true sense of the strategy, however, implies 
the performance achievement of the overal 
network. 
2 A static one assigns fixed routes based upon to 
each node-destination pair based upon the 
expected traffic behaviour. 
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packet-switching type of data communication 
networks [1]. In this work, also, we will use a 
particular queue-server connection to represent 
our node model for mathematical evaluation. A 
node may represent, in our area of interest, a 
“packet switching node” or a “router” for that 
matter. In the simplest non-trivial case, we may 
consider a switching node with two out-going 
links and one type of  traffic load stored in a 
single outbound buffer. This may seem too basic 
for any router application, however, more 
meaningful applications may also be 
decomposed into such several basic nodes [3].  
 
In the figure below,  we present a network node 
model (its block diagram), with n bi-directional 
links and m types of traffic. Classifier sorts the 
total incoming traffic into m array of buffers, 
which may correspond to m Queues (Q1-Qm). 
The accumulated traffic in the buffers is subject 
to be forwarded by a Nodal (local) routing logic, 
by means of a switching matrix, to the 
appropriate outgoing links. Each outgoing link is 
represented by “a server” whose service rate (µi ) 
is proportional with its “capacity” (Ci bits/sec). 
There are n of them, in the practical cases each 
bi-directional link will bring one Input and one 
outgoing link to our model. 
 
So much for the general view of a packet 
switching node model of ours: We will be 
interested in a model with one buffer and two 
outgoing links. That can be a partial node which 
represents a part of the whole, or a special type 
of a node that accumulates the traffic from 
several terminals whose traffic type is all the 
same, and forwards it through two possible 
outgoing links to their destination3.  In this case, 
there is one queue (Q) representing the buffer 
that stores the total accumulated traffic in the 
node. q(t) is the size of Q at the time instant t.  
For the two possible outgoing links (or, they may 
be  two possiblr destination servers which may 
serve to the same purpose (still one type of 
traffic). Servers (S1 and S2), however,  have 
different service rates (µ1 and µ2) in general. 

                                                           
3 One destinatination may be assumed. That is to 
say “type of traffic” is according to the 
destinatination which is a single one. 

 
 

Figure 1:  Block diagram of a generalized Node 
model 

 
 

 
Figure 2: A one Q and two Server model for a 
store-and-forward type node with threshold on 
Q. 
 
1.1 Performance Criterion 
 
The following notaions and assumptions are for 
the parameters of the M/M/2 model which will 
be discussed in this paper: 
 
λ: Average arrival rate to the queue (Q, buffer) 
µ1: Average service rate for the faster server. 
µ2 :  Average service rate for the slower server. 
b1: State variable for the server 1’s busy position 
(b1=1  Server 1 is busy). 
b2: State variable for the server 2’s busy position 
(b2=1  Server 2 is busy). 
q : State variable for the queue’s size. 
Thus, we will denote the state of the node x with 
a triplet:          
x=(q,b1,b2) 
All the state variables (x(t)=(q(t),b(t)1,b2 (t))are 
the functions of the time t. 
We assume here that 
µ1≥ µ2      and       µ1+µ2 > 1. 
The mathematical formulation of the 
performance criterion is a model for measuring 
the actual physical performance of the network. 
The dynamic local strategy that we consider will 
be based on a performance criterion to model the 
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congestion reducing capability of the network at 
the node level. Furthermore, this performance 
criterion, we claim, is a good approach to 
minimizing a delay (source-to-destination) 
objective in the overall network. If the 
performance criterion can be optimized by a 
complete decision procedure –that is a policy 

~
p  

- then, for the optimum performance criterion, 
we can write 

))(,(min))((
~

~

txpJtxV
p −

=                      (1) 

Here, J(p, x(t)) is the cost function, and for the 
static strategies, x(t) argument would be 
vanished. How the policy p relates to the control 
of the classifier (null in our case) and routing-
decision blocks and to the state of the node is to 
be given by a list of rules. However, the needed 
control inputs are also depend on the type of the 
policy chosen to be implemented. 
Based on the node model and the cost function, 
the form of the optimum policy can be uniquely 
defined: For example, Kumar [6] showed that the 
optimal policy, for an M/M/2 node model and for 
a cost function defined as the mean sojourn time 
of customers in the system, is of “threshold 
type”. 
 
We are going to look for a policy that will make 
the expected first passage time to an idle period 
(FPTIP) for Server 1 and Server 2 equal when a 
sizable accumulation in the queue exists 
(congestion!). The sole question to be answered, 
in order to determine the optimum policy p, is 
when to use the slower server to serve to the one 
at the top of the queue. This question can also be 
answered by giving an optimum threshold value 

~
K  on the queue size q. That is to say “use 

Server 2 if, and only if, 
~
Kq > , and leave S2 

idle if 
~
Kq ≤ ”. That is the quantitative 

definition of our optimal policy. Finding 
optimum thresholds for utilizing of slower 
servers has been studied by using flow 
equivalent approach [4]. The exact definitions of 
“an idle period, the first passage time to an idle 
period for Server j (Tj) and the Cost function 
J(p.x(t))” can be found in [1]. The p which is 
optimum in the sense that it minimizes the 
maximum expected first passage time to an idle 

period of servers4 has the following form:The 
optimum policy never leaves Server 1 (the faster 
server) idle (when there is a customer to be 
served in the queue), and is a simple threshold 
policy on the usage of the slower server (Server 
2). That is, when Server 2 is idle and there are 
more than K customers in the queue, a customer 
is sent to Sever 2 (thus it does not enter to an idle 
period). Otherwise it is left idle (does enter to an 
idle period). 
 
Here, K denotes the optimum value of the 
threshold K (in general). 
Property: Under the threshold policy ][Kp  (i.e., 
Policy p that uses K as the threshold value) the 
state of the node ( x(t)=(q,b1,b2)) passes from the 
state (K,1,0) to (K,1,1) when the first event (after 
time t) is an arrival. 
When µ1= µ2 then there is no reason for not 
using Server 2 whenever possible. For this case 
the optimum threshold value is zero:  

021 =⇒≈ Kµµ    (2) 

By definition we take K as an integer and K ≥ 0 . 
Definitions and the main theorem 
Given that policy p uses K as threshold value, we 
define, for the state of  the M/M/2 node, 
δ states:                )0,1,(nn =δ  for n=0,..,K. 

γ states:      )1,1,(nn =γ  for n=0,..,K,K+1,.. 

 0∗ state: )0,0,0(=     (3) 
φ∗ state: )1,0,0(=    (4) 
For the expected FPTIP for Server j in the state x 
given that the threshold K is implemented, we 
denote 







== xpTKxTT jjj |)(€);(

~
                (5) 

The following equations define the first passage 
time to an idle period from specific states 5(note 
that Server 1 is idle if the state becomes 0* or φ, 
and Server 2 is idle if the state becomes 0* or δ ): 
∆q

j(K)= );0,1,( KqTj                     (6) 

Γq
j(K)= );1,1,( KqTj                       (7) 

Thus, ∆n
j(K) shows the expected FPTIP for 

Server j given that the initial state is δn and the 
threshold value is set to K. Similarly, Γn

j(K) 

                                                           
4 There can be, say, n servers in general, however 
we will deal with n=2 only in this paper. 
5 Upper indices will not mean to  power of 
something. 
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shows the expected FPTIP for Server j given that 
the initial state is γn and the threshold value is set 
to K. Also let, when q=K, 
YK

j=∆k
j(K)                                    (8) 

ZK
j=Γk

j(K).                                     (9) 
We will also use simply ZK and YK to indicate 
the corresponding FPTIPs. 
Theorem 1:  the optimum value of the threshold, 
K , is the smallest non-negative integer such that 

)2()1(
1 KK ZY >+ . 

That is, 
{ });1,1,()1;0,1,1(|0min 21 KKTKKTKK >++≥=

     (10) 
Note this mans that the optimal threshold value 
K is the smallest integer such that the expected 
FPTIP for the faster server, when K=K+1, is 
greater than that of the slower server when K=K. 
If there is no such non-negative value then K=0. 
Proof of this theorem is provided in [3]6. Now 
what is required is to calculate the values of ZK

2 
and YK

1 in terms of K and the node parameters 
(µ1, µ2, and λ). As such we can get the exact 
expression for the value of K. However, as we 
can see, practically, this is not easy. 
 
2. Z-Transform Analysis for FPTIP 

Expressions 
 
Throughout this section we will use K to denote 
the threshold value on the queue size (q), and n 
will denote the number of customers in the 
queue. When it is not confusing, we will simply 
use Γn

i
 instead of  Γn

i(K) and alike… 
 
FPTIPs from γn states for n>K. 
 
For these states, both servers are employed to 
reduce the queue size since it is above than the 
threshold. Therefore, the total average service 
rate for the system (node) is 
µ=µ1+µ2 and -by definition- Ce=µ-λ. 
 
Accordingly, the expected time to reduce the 
queue size by one is 1/Ce. The back-ward 
difference equations for the expected FPTIPs: 

i
n

i
n

i
n 1

21
1

2121

1
−+ Γ

++
+Γ

++
+

++
=Γ

λµµ
µ

λµµ
λ

λµµ
 for i=1,2 and for n>K                                    (11) 

                                                           
6 For the interested reader, I can provide the 
theorem’s proof via e-mail. 

 
Equation (11) can be derived by thinking that [5] 
 
Γn
ı=€{Ti|x=γn}= 

τ + { }==∑ xTxP in |)€|( γ                 (12) 

where τ is the average time between two 
successive events (a new arrival to the queue,or a 
departure from a server), 

)|( nxP γ= denotes the probability of  
moving from x=γn 

to a state x= , and note that can only be either 

γn+1 or γn-1. { }=xTi |€  is just the average 
FPTIP for Server i given that the current state is 

. The total average rate of events is λ+µ1+µ2. 
That is, the next event, given that the current 
state is (n,1,1), can be either a departure from a 
server or an arrival to the queue. Hence, 

λµµ
τ

++
=

21

1
. 

Probability of having an arrival to the queue, and 
thus moving to the state γn+1=(n+1,1,1), is  

λµµ
λγγ

++
== +

21
1 )|( nnxP . 

 
When the state moves to γn+1, FPTIP for Server i, 
by definition, becomes €{Ti|x=γn+1}=Γn+1

 i. 
 
When a departure from a server is the next event, 
we have x γn-1=(n-1,1,1). For this case, we can 
write 

λµµ
µµγγ
++

+
== −

21

21
1 )|( nnxP . 

 
When the state moves to γn+1, FPTIP for Server i, 
by definition, becomes €{Ti|x=γn-1}=Γn-1

 i. With 
these equalities, Equation (12) and (11) becomes 
equivalent. Now, let us define two new 
parameters from the original node parameters: 
 

λ
µ1

1 =̂a   ,       
λ
µ2

2 =̂a                                (13) 

With these, Equation (11) becomes 
 
(1+a1+a2)Γn

i=Γn+1
i+(a1+a2)Γn-1

i+λ-1            (14) 
 



 
A Mini-Max Approach For Finding Thresholds To Control M/M/2 Queues 

 
  

 
Malik K. ŞİŞ 

1357

 

The equation  has the same form for either 
server, and can easily be solved in terms of 
ZK=ΓK(K) s: 

( )i i
n K

e

n KK Z
C
−

Γ = +    for i=1,2               (15) 

The last equality also holds for n=K as it does for 
n>K. Note that since ZK

1 and ZK
2 are, in general, 

different, so are the solution of Equation (15) for 
Server 1 and 2. 
 
FPTIPs  for the Faster Server from a 
δ-state 
The basic difference equation for  ∆n

1(K) can be 
derived from Equation (12) in a similar way 
which is demonstrated for Equation (11). For 
this, we have to determine  the state transition 
probabilities and event rates for a δn=(n,1,0) 
state. For this states, Server 2 is idle and thus a 
departure from it is not a possible event. A 
departure from server 1 or an arrival to the queue 
can hapen, therefore the total rate of events is 
just 

λµ +1

1
. 

Accordingly, steady-state transition probabilities 
are 
 

λµ
λδδ
+

== +
1

1 )|( nnxP , 

λµ
µδδ
+

== −
1

1
1 )|( nnxP . 

With this and definitions in Equation (13), 
Equation (12) yields to 
 
(1+a1)∆n

1= ∆n+1
1+a1∆n-1

1+λ-1                       (16)         
 
In order to put this into a homogeneous form, let 
us define 
 

λµ

λµ

−
−∆

−
+

−∆
=

1

1
0

1

1

1

1n

d
n

n                                       (17) 

With this, Equation (16) transforms into 
 

1
0 1 1 1 1

1

1 1

1 1 1

1 (( 1) )

( 1)( 1)1 2

n n na d d ad

a n ann
µ λ

λ µ λ µ λ µ λ

+ −

 
∆ − + − − = − 

+ + +
− + +

− − −

              (18) 

By considering the definition of a1, one can 
easily show that the last equality can be 
simplified as 
 

1111 )1( −+ +=+ nnn dadda  for n=0,1,..K   (19) 
so long as ∆0

1≠1/µ1-λ and, by definition, dm=0 
for m<0 and d0=1. Here, we will use Z transform 
method to solve the difference equation (19). Let 
us apply Z –transform to it: 
 
(a1+1)D(z)=zD(z)-z+a1z-1D(z).                      (20) 
This gives the solution, in the z-domain, 

11
2

2

)1(
)(

azaz
zzD

++−
= .                     (21) 

If we decompose the right-hand side to simple 
fractions, and takr the inverse transform, we 
arrive to 

1
1

1

1
1

−
−

=
+

a
ad

n

n .                            (22) 

Accordingly, for a1≠1,  we arrive to 
 









−

−∆
−
−

+
−
+

=∆
+

λµλµ 1

1
0

1

1
1

1

1 1
1
11

a
an n

n   for 

n=0,..,K,K+1.            (23) 
For  a1=1, by taking the limit, corresponding 
value is given by the equation 
 

1
0

1 )1(
2

)1(
∆++

+
−=∆ nnn

n λ
 for  

n=0,..,K,K+1.            (24) 
The values in the last two equations, for n=K+1, 
also satisfy the following continuity eqution: 
 

)()( 11
1 KK KK Γ=∆ +                                      (25) 

The quantity ∆0
1(K) remains to be determined 

and the last eqution is one of the “ boundary 
conditions” which is to be used to find the value 
of ∆0

1(K). 
 
FPTIPs  for the Faster Server from a 
γ-state 
Here too, we can say that the basic difference 
equation for  Γn

1(K) can be derived from 
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Equation (12) in a similar way which is 
demonstrated for Equation (11). For this, we 
have to determine the state transition 
probabilities and event rates for a γn=(n,1,1) state 
where K≥ n. For these states, Server 2 is busy but 
a departure from it leads to a transition to the 
state δn. A departure from server 1 or 2, or an 
arrival to the queue can happen, therefore the 
total rate of events is again  µ1+µ2+λ.  Hence, 
instead of Equation (14), departing from 
Eqaution (11) once again, and also using the 
Equation (13) definitions, we can derive the 
following eqution for Γn

1(K) for  K≥ n: 
 
(1+a1+a2)Γn

1= Γn+1
1+a1Γn-1

1+a2∆n
1

+λ-1          for 
n=0,..,K          (26) 
Note that for n=0, on the right-hand side, we 
have the term Γ-1

1 ! When the current state is 
(0,1,1) and a departure from Server 1 occurs, the 
next state becomes φ=(0,0,1) where Server 2 is 
busy, but Server 1 is idle. Hence  Γ-1

1 (K)≡ 0 
. The solution of the last difference equation 
system can be extended to ΓK+1

1 (K).Actually 
Equation (26) can be considered to be valid for 
all positive integer n values if we define 
 

)()( 11
1 KK nn Γ≡∆ +    for n≥K.                     (27) 

In order to put this into a homogeneous form, let 
us define 
 

11
1 nnng ∆−Γ= +                              (28) 

By remembering the orginal difference equation 
system for ∆n

1s (Equation (16)), it can be shown 
that Equation (26) transforms into 
 

11121 )1( −+ +=++ nnn gaggaa    for n=0,..,K             
     (29) 
Note that g-1≡0  because Γ-1

1(K)≡0 and ∆-

1
1(K)=0. 

If we take the Z-transforms of the Equation (29), 
we get 
 
(1+a1+a2)G(z)= zG(z)-zg0+z-1 a1G(z)            (30) 
Here g0=Γ0

1-∆0
1 and its value remains to be 

determined. The solution in the Z-domain is  

121
2

0
2

)1(
)(

azaaz
gzzG

+++−
= .                (31) 

If we calculate the poles of  G(z) which are 
 

( ) 




 −++±++= 1

2
21212,1 411

2
1 aaaaaz

                 (32) 
in terms of these we can decompose G(z) in its 
fractional terms, and from there we can take the 
inverse Z-transform to get 
 

21

1
2

1
1

0 zz
zzgg

nn

n −
−

=
++

.                                    (33) 

Accordingly  
 

λµλµ −
+

+







−

−∆
−
−

+
−
−

=Γ
+++

11

1
0

1

1
1

21

1
2

1
1

0
1 11

1
1 n

a
a

zz
zzg

nnn

n
                  

     (34) 
Now we can proceed to the task of determining 
the solutions for g0 and ∆0

1. 
For this, we have the following boundary 
conditions: 
 

11
1 KK Γ=∆ +                                                     (35) 

e
KK C

111
1 +Γ=Γ +                                           (36) 

If we use Equation (34) in (35) to find a gK+1 
value  and evaluate Equation (33) for n=K+1 
To find another expression for gK+1, and finally 
from this two equations for gK+1, we can solve 
for g0 and use this in Equation (33) again, to get 
 

1
2

1
1

1
2

1
11

++

++

−
−

= KK

nn

e
n zz

zz
C

g .                              (37) 

On the other hand, from Equation (27) evaluated 
for n=K, and equation (34) we get  
 

KKK g=∆−∆ +
11

1  .                     (38) 
 
If we avaluate Equations (37) and (23) for n=K 
and insert them in the last equation, we can get 
the following solution for ∆0

1(K): 
 

λµλµ −
+

−
−

−
−

=∆ ++

++

+
11

2
2

2
1

1
2

1
1

1
1

1
0

1]11[1)( KK

KK

e
K zz

zz
Ca

K              

(39) 
This, of course, is not valid for µ1=λ. If so, then 
taking limit as a1  1, we get 
 

λ
11)( 2

2
2

1

1
2

1
11

0
+

+
−
−

=∆ ++

++ K
zz
zz

C
K KK

KK

e

         (40) 
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By using Equation (39) in (23) (or, (40) in (24)), 
we can get the solution for ∆n

1(K).  By evaluating 
its value for, n=K, we can find YK

1=∆K
1(K) 

solutions: 
 

λµλµ −
+

+
−

−
−
−

−
−

= ++

++−−

11
2

2
2

1

1
2

1
1

1

1
1 1]11[

1
1 K

zz
zz

Ca
aY KK

KK

e

K

K
    

for µ1≠λ           (41) 
 

λ2
)2)(1(1

2
2

2
1

1
2

1
11 ++

+
−
−+

= ++

++ KK
zz
zz

C
KY KK

KK

e
K     

for µ1=λ           (42) 
 
FPTIP for the Slower Server from a γ-
state 
 
Here the original back-ward type difference 
equation becomes (in terms of ai s) 
 

2 2 2 -1
1 2 n n+1 1 n-1(1+a +a ) =  +a +           λΓ Γ Γ        

for n=0,..,K    (43) 
The last equation is valid for n=K also, but to 
evaluate it at this point, let us define 
 
Γ-1

2(K)=Φ(K)=€{T2|x=φ} 
 
Using this definition, (43)s equivalent equation 
for n=-1 (backward equation evaluated at 
x=φ where Server 1 is idle and departure from 
Server 1 is not a possible event),  we get  
(1+a2)Φ= Γ0

2+λ-1   .                (44) 
 
Once again, to get rid off the constant term λ-1, 
we define the following transformation: 

2

2

2
1

1

1

µ

µ

−Φ

−Γ
=

−n

nf . 

Note that by definition f0=1. By using the above 
definition, we transform Equations (43) and (44): 
 
(1+a1+a2)fn+1=fn+2+a1fn          for n=0,..,K    (45) 
 
1+a2=f1     for      Φ ≠ 1/µ2            
By applying Z-transformation to (45) we can 
solve for F(z) as 

121
2

1
2

)1(
)(

azaaz
zazzF

+++−
−

=  

The poles of F(z) are the same z1 and z2 as in the 
previous sub-sections. After separating F into its 
partial fractions we can apply inverse transform 
to simply get: 

21

21
1

21

1
2

1
1

zz
zza

zz
zzf

nnnn

n −
−

−
−
−

=
++

 

Note that the solution given above may be 
expanded to n=K+1 and as boundary condition 
we also have ΓK+1

2=ΓK
2+1/Ce.  After evaluating 

(43) for n  n+1 and using in the boundary 
condition, we can get a solution for Φ(Κ): 
 

122

111)(
++ −

+=Φ
KKe ffC

K
µ

                (46) 

 
Now, we can calculate, first Γn

2(K) and then, 
finally, ZK

2: 
2 1

2 2 1

1 1 K
K

e K K

fZ
C f fµ

+

+ +

= +
−

                     (47) 

Finding the values of K 
By using the ZK

(2) given in (47) (and, definition 
of fn, of course) and YK

(1) given in (41) (or in (42) 
if a1=1) in the inequality set 

)1()2()1(
1 KKK YZY >>+                                     (48) 

we can have an equation to solve for a non-
negative integer K: let  K denote solution of  
Equation (48) for K. Since ZK

(2) is a monotone 
decreasing function of K and YK

(1) is a monotone 
increasing function of K [3], for a K value we get 

)2()1(
KK ZY =  and K=K7. The inequality 

)2()1(
1 KK ZY >+ , according to our Theorem 1 gives, 

for the smallest integer that proves it, the optimal 
threshold value K. Hence 
 

 KK =         where        )2()1(
KK ZY =        (49) 

 
By solving Equation (49), as suggested above, 
for K,  it is possible to produce exact numerical 
values of K. However, in general, explicit 
formulae for K may not easily be found. 
Numerical solution for K is always possible, for 
some limit cases, K may also be approximated 
with good symbolic expressions in terms of node 
parameters. 
µ1>>λ Case 

                                                           
7 Floor of  K: the largest integer which is less 
than K. 



 
A Mini-Max Approach For Finding Thresholds To Control M/M/2 Queues 

 
  

 
Malik K. ŞİŞ 

1360 

 

Here, total excess capacity of the system is large 
enough that average queue size is small in the 
steady-state. The case is characterized by the 
inequality a1>>1. We can talk about two sub-
cases characterized by the relative value of  2a : 

12 aa << Case 
Server 1 will single handedly carry most of the 
node traffic. Server 2 is much slower than Server 
1, thus, we expect that actual value of threshold 
(K) will be large: 
     
 01 2

1 ≅⇒>> −−KaK  

Therefore, Expression for  )1(
1+KY  given in 

Equation (41) may be re-written as 
                                                           

λµλµ −
+

+
−

−
−

−

−
≈ +

+

+
11

3

2

21

)1(
1

2]1
1
11[

1
1 K

z
z

Cza
Y K

K

e
K

 
Here, in the last (approximately) equality, we 

have used 21 / zzz
∆

=  , and whose value 

happens to be as large as 1a ’s, for this case. 
Hence, value of the ratio involving z’s powers, in 
the last equation, turns out to be approximately 

1/1 a . By using this approximate value, we can 
rewrite the last  equality as 

(1)
1

1 2 1 1 1

1 2 1 1 2 1 1

1 1 1 1 2[ ]
1

1 1 1 2
( 1) 1

K
e

KY
a z C a

K
z a a a a

µ λ µ λ

µ λ µ λ

+
+

≈ − + =
− − −

  +
− + − + − − − 

 

Further simplifications can be made for the 
approximation in the value of  )1(

1+KY  by using, 

for this case, 11 121 −≅−+ aaa  
approximation: 
 

λµλµλµ −
−+

=
−
+

+











−

−−
−

≈+
111211

)1(
1

2211
)1)((

1 cKK
aza

YK

      where         
1121

111
1

1
aaza

c ≅







−

−
=
∆

. 

Here c, in a way, represents, approximately, the 
number of customers to whom the slower server 
helped to the faster server to be cleared out of the 
system. In the flow equivalent approach c=0 is 
the value turn out to be approximated (the flow 

equivalent means c=0 !). This is justified by 
a1>>1 8. 
 
Now, we should carry out a similar approach to 
find out the approximate value of  )2(

KZ  relevant 
to this case. Let us start with Equation (47) 
rewritten in the following form: 
 

e
K C

cZ '1

2

)2( +=
µ

      where
12

1'
++

+

−
=

KK

K

ff
fc

   
 
by definition, which we have just made. 
 
For the current case, i.e., 12 1 aa <<< , it turns 
out to be that  

1
1

'
1 −

≈
a

c . 

Once again, in flow equivalent analysis, this last 
value turns to be taken as 0. Now let us construct 
Equation (49) by using the above produced 
approximate values, we end up with: 
  
 

)2(

21

)1( '11
K

e
K Z

C
ccKY ≈+=

−
−+

≈
µλµ

 

By using the fact that, for this case, Ce≈µ1-λ and 
the approximated values of c and c’, we can 
solve for K: 
 
          

1
111'1

112

1

2

1

−
++−

−
≈++−

−
=

aa
ccK

µ
λµ

µ
λµ

                                       (50) 
This threshold value is greater than what the flow 
equivalent analysis approximate (where c=c’=0 
is taken). For really large a1 values, however, our 
results are the same as what the Flow equivalent 
produces for K. Then again, for not so large a1 
values, the difference between our approximation 
and the flow equivalent becomes non-trivial. 
 

                                                           
8 For this case z2≈1 can be used. This is used in 
the last approximate value for c.  



 
A Mini-Max Approach For Finding Thresholds To Control M/M/2 Queues 

 
  

 
Malik K. ŞİŞ 

1361

 

NUMERICAL EXAMPLE 1 
 
Let us take this case: λ=1, µ1=2 and µ2=0.3, that 
is Ce=1.3, a1=2, a2=0.3. Our approximation 
produces 
 

...833,3
12

1
2
11

3,0
12

1
111

112

1 =
−

++−
−

=
−

++−
−

≈
aa

K
µ

λµ

   and     KK =  =3 . 
Flow equivalent analysis approximates these 
values as 

...333,21
3,0
121

2

1 =−
−

=−
−

≈
µ

λµ
K    and    

 KK =  =2 . 
The exact numerical calculations give 

27.486.329.3 )1(
4

)2(
3

)1(
3 =<=<= YZY , 

and thus K =3 . 

12 aa ≈ Case 
Server 1 and 2 will together carry the node 
traffic. Server 2 is almost as fast as Server 1, 
thus, we expect that actual value of threshold (K) 
will be small: 
   K≈0
 

13
2

2
1

1

1'
1212

21
12

1

−+
=

+−
+−+

≅
−

=
++

+

aaaa
aaff

f
c

KK

K

  where  
e

K C
cZ '1

2

)2( +=
µ

 

as in the previous case. Approximation is an 
exact equality in K=0 case.  However K=0 is 
trivial: When K>0, it turns out to be that 
   

 
eCaa

c λ
=

−+
≅

1
1'

21
  

approximation becomes more fitting with the 
numerical exact solutions. With this last one, 
Z(2)

K approximation becomes 

2
2

)2( 1

e
K C

Z λ
µ

+≅  

When it comes to approximate the value of  
)1(
1+KY , as in the previous case, we may start with 

λµ −
−+

=+
1

)1(
1

2 cK
YK  

formulation. Here, c corresponds to the number 
customers  served by Server2 to help Server 1. 
For this case (µ1≈µ2), obviously, c≈1. Thus 

)2()1(
KK ZY =      2

21

1

eC
K λ

µλµ
+=

−
       








 −
+

−
= 2

2

2

1 )(

eC
K

λµλ
µ

λµ
 

This last equation predicts a bit higher threshold 
value than the flow equivalent does. 
 
NUMERICAL EXAMPLE 2 
 
Let us take this case: λ=1, µ1=3 and µ2=2, that is 
Ce=4>>λ and, a1=3, a2=2. Assuming  that  
a1≈a2  approximation is holding, our last 
approach 
produces

8
11

16
13

2
13)(

2
1

2

1 +=
−

+
−

=
−

+
−

≈
eC

K
λµλ

µ
λµ    

thus    KK =  =1 . 
Flow equivalent analysis approximates these 
values as 

01
2

1 =−
−

≈
µ

λµ
K   and thus    KK =  =0 

. 
The exact numerical calculations give 

034,1557,0551,0 )1(
2

)2(
1

)1(
1 =<=<= YZY

, and thus K =1 which is the same result given 
in our approximation and 1 higher than what the 
flow equivalent approximation would predict.  
 
4. CONCLUSION 
In this article, we have presented a 
particular mini-max criterion to measure 
the performance of a traffic network at 
the node level. Policy for using an 
alternate route (link) for the packets 
which are destined to a certain network 
may be implemented as a threshold-
checking on the size of this flows 
dedicated queue’s size. Also “Random 
Early Detection” (RED) [7] and its 
derivatives use threshold on average 
queue size in order to decide whether to 
drop or accept an arriving packet to the 
node. Our analysis will be extended to 
find new policies in that extent. The cost 
function on which our criterion is based 
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penalizes unbalanced usage of the link 
capacities at the node. By minimizing the 
cost function, we seek to clear all the 
queues in the node model to their 
destinations at the same time. Hence, by 
definition, this performance criterion is a 
good measure to model local congestion 
reduction. In other words, optimizing the 
controls which direct the traffic at this 
node to outgoing links produces a locally 
optimal congestion reducing policy. 
Reducing the accumulation of customers 
at the node in the most effective way also 
reduces the expected number of customers 
at the node. Thus, it reduces the average 
delay at this node (though, we do not 
claim our criterion is optimal in that 
sense). Finding the exact threshold values 
may be important when extremely un-
balanced parameters are at hand. By 
using Z-transform analysis we have 
derived the analytical expressions that tie 
the optimum threshold value to the node-
parameters.  
In Section 1, we introduced the basic 
theorems and definitions to apply this 
optimization problem to M/M/2 queues. 
Without supplying the proof, we stated 
that the optimal policy is of the threshold 
type. We showed the approximate results 
of this optimization for a certain range of 
node parameters. The resulting threshold 
value is either identical to that produced by 
the minimum average delay (MAD) 
criterion or is a very close lower bound for 
it. However, the essential noteworthy 
feature of this application is the simplicity 
of its derivation. Thus, we have an 
approach to obtaining MAD criterion 
results that does not need the steady state 
probabilities and is easier to implement. 
Generalizing the results from a one-queue 
2-server model to an N-queue 2-server 
model, and thus to 2-link nodes in an N-
destination network, can be considered as 
the extension of this article. For M-link 
nodes in an N-destination network case (the 
most general local problem), a method 
to manipulate the result of this work 
needs to be developed. A purely, even 
mostly, mathematical method looks almost 
impossible in the context of an engineering 
work. From a mathematical point of view, on 
the other hand, results will probably be too 
cumbersome to apply to practical cases. 

However, for limited cases and for practical 
tests, our method is mathematically justified. 
Further expansion of this work towards M-
link N-destination networks employing an a-
priori set of rules looks feasible.  
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