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Abstract- In recent years, video segmentation is considered as 
the major research area for digital storage. Video segmentation 
is different from the image segmentation. Video segmentation 
is a challenging problem. In video segmentation, for a given 
image the segmentation achieved should be related to the 
previous image that belongs to the same shot. In our proposed 
video segmentation technique, at first the similar shots in the 
video are segmented by using conversion of frames using shot 
segmentation. Next for each shot the track frames are collected 
with the help of the extracted objects in every frame by using 
anisotropic diffusion. Effective video segmentation results are 
obtained in the proposed hybrid video segmentation technique 
by performing intersection on the segmented results provided 
by both the frame difference method as well as consecutive 
frame intersection method. Here we utilized the anisotropic 
diffusion method for the object extraction from the video shots 
for segmentation. Therefore our proposed technique is 
evaluated by varying video sequences and also the efficiency is 
analyzed. 

Keywords- Video segmentation, Anisotropic diffusion, frame 

difference method, intersection method. 

 

I.  INTRODUCTION  

One of the main challenges in computer vision is 
automatic comprehension of complex dynamic content of 
videos, such as detection, localization, and segmentation of 
objects and people, and understanding their interactions [27]. 
Image and video segmentation is very beneficial in several 
applications for finding the regions of interest in a panorama 
or annotating the data [28]. MPEG-4 is a promising standard 
for multimedia communications. MPEG-4 provides 
standardized ways to encode the video and audio objects, and 
the scene description, which represents how the objects are 
structured in a scene [29]. Due to the sudden growth in digital 
video content, an efficient way to access and manipulate the 
information in a huge video database has become a difficult 
and timely issue [4]. Therefore, the need for developing tools 
and systems that can effectively search and retrieve the desired 
video content has gained enormous popularity among 
researchers. Recent development of range-camera technology 
has the potential to capture the range video in an applicable 

frame rate and frame resolution [5]. The video segmentation is 
an imperative technique used for the improvement of video 
quality on the basis of segmentation [6]. The function of video 
segmentation is to segment the moving objects in video 
sequences [7]. Video segmentation is entirely different from 
single image segmentation [8]. The bad quality segments such 
as very blurred or shaking clips should be eliminated or 
recovered, because these clips often irritate the viewer's [9]. 
Video object segmentation is an important issue in video 
analysis, and it has several applications namely post-
production, special effects, object detection, object tracking, 
and video compression [10].  

In video segmentation, the video is segmented into spatial, 
temporal, or spatiotemporal regions that are consistent in some 
feature space [29]. Video segmentation is an important 
process in image sequence analysis and its results are broadly 
employed for describing the motion features of scene objects, 
and also for coding purposes to minimize the storage 
requirements [11].  Different methods and algorithms have 
been introduced for video segmentation, where each having its 
own features and applications [12]. These video segmentation 
algorithms are classified into three categories: edge 
information based video segmentation, image segmentation 
based video segmentation and change detection based video 
segmentation [13]. The segmentation of each frame of a video 
into homogeneous regions is an important issue for many 
video applications [14] such as region-based motion 
estimation, image enhancement (since different processing 
may be applied on different regions), and 2D to 3D conversion 
[15].Scene segmentation has many applications in various 
domains. For example, in the feature films, scene 
segmentation provides the chapters that correspond to the 
different sub themes of the movies [16]. In television videos, 
segmentation can be used to separate the commercials from 
the regular programs. In news broadcast programs, 
segmentation can be used to identify different news stories 
and videoconferencing application [17]. In home videos, scene 
segmentation may help the consumers to logically organize 
the videos related to the different events (e.g., birthday, 
graduation, weddings, or vacation) [18].  

In this work, we proposed dynamic and static foreground 
and background video segmentation using hybrid technique. 
The rest of the paper is organized as follows; a brief review of 
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the researches related to the video segmentation is given in 
Section 2. The proposed video segmentation technique is 
given in section 3. The experimental results of the proposed 
approach are presented in Section 4. Finally, the conclusions 
are given in Section 5. 

 

II. RELATED WORK 

Panagiotis Sidiropoulos et al.[19] have proposed a 
technique, where the low-level and high-level features 
extracted from the visual and the aural channel have been used 
jointly. The proposed technique has been built upon the 
renowned method of the Scene Transition Graph (STG) for 
overcoming the difficulties of existing scene segmentation 
techniques. Firstly, a STG approximation has been introduced 
for reducing the computational cost, and then the unimodal 
STG-based temporal segmentation technique has been 
extended to a method for multimodal scene segmentation. The 
latter has exploited the results of numerous TRECVID-type 
trained visual concept detectors and audio event detectors 
using a probabilistic merging process that merges several 
individual STGs while at the same time reducing the need for 
selecting and adjusting many STG construction parameters. 
Their proposed approach has been analyzed using three test 
datasets, such as TRECVID documentary films, movies, and 
news-related videos.  

Kuo Liang chungi  et al.[20] have developed a promising 
predictive watershed-based video segmentation algorithm 
using motion vectors. The proposed algorithm has much 
computation-saving merit because the next frame could take 
over the segmented results of the current frame based on the 
motion vector information of the next frame. Their proposed 
algorithm has achieved a better execution-time performance as 
compared to the existing Chien et al.’s video segmentation 
algorithm whose input video sequence was assumed to have 
no motion vector information. Moreover, the mitigation of the 
over-segmentation problem occurred in both algorithms has 
been examined. 

Chasanis et al. [21] have proposed herein, local invariant 
descriptors were used to represent the key-frames of video 
shots and a visual vocabulary was created from these 
descriptors resulting to a visual words histogram 
representation (bag of visual words) for each shot. A key 
aspect of our method was that, based on an idea from text 
segmentation, the histograms of visual words corresponding to 
each shot were further smoothed temporally by taking into 
account the histograms of neighboring shots. In this way, 
valuable contextual information was preserved. The final 
scene and chapter boundaries were determined at the local 
maxima of the difference of successive smoothed histograms 
for low and high values of the smoothing parameter 
respectively. Numerical experiments indicate that our method 
provides high detection rates while preserving a good tradeoff 
between recall and precision. 

III. HYBRID VIDEO SEGMENTATION METHOD FOR 

DYNAMIC AND STATIC FOREGROUND SEGMENTATION 

In video segmentation, the extraction of individual objects 
from the frame is very crucial issue and therefore our proposed 
video segmentation method extracts the objects from each 
frame. Also the proposed technique segments both the dynamic 
and static foreground objects without considering global 
motion. The motion segmentation process is carried out by 
both the frame difference algorithm and intersection method 
subsequently the most common and accurate segmented 
objects are retrieved from both the segmented results whereas 
the static foreground are segmented using the intersection of 
consecutive frames. Here we use anisotropic diffusion for 
extracting features from the object. The below figure shows the 
process used in our proposed method. 

 

Figure 1: Process of video segmentation method 

 

A. Frame Difference Algorithm and Anisotropic Diffusion 

Based Segmentation  

In dynamic and static foreground segmentation using 
frame difference algorithm the segmentation process is carried 
out by using conversion of frames using shot segmentation 
and after extraction of object using anisotropic diffusion frame 
sequence assortment is used. The below figure 2 shows the 
process involved in dynamic and static foreground 
segmentation using frame difference algorithm. 
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Figure 2: Shows the process of dynamic and static foreground 
segmentation using frame difference algorithm 

 

1. Conversion of Frames Using Shot Segmentation 

 

The video segmentation algorithm is mainly used for 

partitioning of each frame into distinct objects. Significant 

progress has been made on this research topic, although the 

problem itself is fundamentally ill-posed. The conversion of 

frames using shot segmentation uses video decomposition 

techniques which aim to partition a video sequence into shots. 

The term video commonly refers to several storage formats for 

storing moving pictures. The video consists of consequent 

sequence of frames which is a single picture or still shot run in 

succession to produce what appears to be seamless piece of 

film or video tape.  

Let    
NMV 

 be the video to be segmented where '' L   is the 

total no of frames present in the video. 
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The shot is defined as a sequence of frames which are 

captured from a single image. In video segmentation the 

conversion of frames using shot segmentation is necessary for 

grouping the similar shots. In this shot segmentation similar 

shots are grouped together for improving the performance of 

the segmentation. To accomplish this task initially all the 

frames are partitioned into nm patches and every patch are 

converted to its equivalent frequency coefficients by means of 

Discrete Cosine Transform (DCT) (i.e.) DCT is applied to 

every patch in the frames as follows. 
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)(1 iPk   Where iP is the number of patches present in 

the i
th

 frame. Thus all the patches are transformed to transform 

domain subsequently the Euclidean distance of every patches 

of consequent frames and their total mean are calculated as 

follows. 
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Where Lji  ,1 and )(1 iPk  . The frames belongs 

to the similar shots are identified based on the mean distance.  

Hence the segmentation is carried out in dynamic and static 

foreground segmentation using conversion of frames in to shot 

segmentation. 

 

2. Object Extraction Using Anisotropic Diffusion: 

 

The objects in every frame are identified for segmentation. 

Let }1|{ A aa be the result of shot segmentation 

where ‘A’ is total no of shots  and 

}||1;1|{ aaja jaf   A be the set of similar shots 

where ‘ || a ’ are the total no of frames in a
th 

shot in the 

segmented results. The initial frames in every shot are taken as 

key frame for object extraction for example the 11f  is key 

frame for shot 1 which is known as )1(keyf . Likewise each 

shot having its own key frames. 
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It is a great deal of interest in anisotropic diffusion since it 

was first proposed by Perona and Malik as a useful tool for 

multi scale description of images, image segmentation, edge 

detection, and image enhancement. The basic idea behind 

anisotropic diffusion is to extract features from an original 

image derived from the solution. The anisotropic diffusion 

coefficient c is a non-negative function of the magnitude of a 

image gradient also by using this the edges were sharpened. 

Edge detection is a problem of fundamental importance in 

image analysis. In typical images, edges characterize object 

boundaries and are therefore useful for segmentation, 
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registration and identification of objects in a scene. Therefore 

here in anisotropic diffusion edge detection is used and carried 

out the method. Using edge operators the edge point set 

extracted and also some edge points in the edge point set are 

removed and the obtained edge points are connected to be a 

line. Therefore edge detection is used and therefore as 

),,( bgrE be a vector value function and it says that the 

obgrE ),,( in the interior part of each region and 

),,(),,( bgrKebgrE   at each edge point, where e is a 

unit vector to the edge at the point and K is the local contrast 

of the edge.  

 

3. Collection of Frame Sequence 

 
In collection of frame sequence, after the shot 

segmentation, the track frames of the every shot are identified 
using the objects of their key frame. Therefore the objects that 
appear simultaneously in at least two consecutive frames can 
be compared directly in terms of their motion so the 
assortment of the track frames is a required pre-processing 
step for segmentation this track frame selection process 
reduces the computational time of segmentation. The objects 
of the key frame are compared with the other frames of the 
shot for their presence in the frame. If the object is present in 

any of the frame then its frame index is stored in
i

jT . For 

example if the object of key frame )1(keyf  is presented in the 

k
th

 index of shot then the index is stored in
1

1T . Likewise all 

the track frames of the every shot are identified. 

 

IV. FRAME DIFFERENCE ALGORITHM FOR DYNAMIC 

FOREGROUND SEGMENTATION 

In the background subtraction method the key frame of 

every shot is consider as background. Also at each ajf̂  frame, 

the ),(ˆ qpfaj  pixel’s value can be classified as foreground 

pixel if the following inequality: 
 

 ),(ˆ),(ˆ
1 qpfqpf aaj                           (7) 

The ),(ˆ qpfaj will be classified as background pixel value. 

Where ),(ˆ qpfaj is the current frame pixel value, 

),(ˆ
1 qpfa  is the key frame value and ‘ ’ is the threshold 

pixel value in foreground. The pseudo code 2 details the 

background subtraction method. 

 

 

A. Hybrid video segmentation using Intersection of frames 

The dynamic and static object segmentation using 

intersection of frames yields to conversion of gray scale to 

binary image operation and therefore it is as follows 

 

B.  Conversion of gray scale to binary Image: 

The conversion of gray scale to binary image is said to be 

binarization. Therefore the binarization separates the 

foreground (text) and background information. The most 

common method for binarization is to select a proper 

threshold for the intensity of the image and then convert all 

the intensity values above the threshold to one intensity value 

(“white”), and all intensity values below the threshold to the 

other chosen intensity (“black”). 
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Where, ‘T ’ is a global threshold value for binarization. 

After performing the binarization the consecutive frames are 

intersected to segment the dynamic and static objects. Let  

11

ˆ̂
f  and 12

ˆ̂
f  be the binarized form of frame1 and frame2 in 

shot1 respectively.  The dynamic motion objects are found as 

follows 

'
11

ˆ̂
2 ajaj ffG                           (9) 

Where, as the static foreground are segmented as follows 

1211

ˆ̂ˆ̂
fff i

aj                          (10) 

Likewise all the consecutive frames are intersected to achieve 

the static and dynamic object segmentation. Then dynamic 

and static object based on hybrid methods are used  

 

C. Hybrid video segmentation method 

Let }1|{1 niSG i   and }1|{2 ' niSG i  be 

the segmented results of dynamic objects using frame 

difference algorithm and frame intersection techniques 

respectively. In this technique by subtracting the background 

of segmented motion objects and the later segmentation 

technique yields the motion object by intersection method. 

Therefore by using the below equation (13) segmentation 

results were obtained. The ‘ G  ‘consists of final segmented 

motion objects. 
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D. Linguistic image operation: 

The four most basic operations in mathematical operations 

are dilation, erosion, opening and closing. The segmented 

motion objects are subjected to dual morphological operations 

for getting the improved segmentation results. Morphological 

processing is constructed with operations on sets of pixels. 

The process is functioned by placing the constructing element 

on the image and descending it transversely to the image in a 

routine related to complexity. Output image is acquired by 

utilizing a structuring element to the input object. The value of 

each pixel in the output image is constructed by measuring the 

conformed pixels in the input image with it are abutted. By 

adjusting the contrast and intensity parameters of the image I  

is converted in to binary form bI . 
 

V. RESULTS AND DISCUSSION 

In our proposed video segmentation approach has been 
validated by experimenting with variety of video sequences. 
The proposed system has been implemented in Matlab 
(Matlab7.10). The performance of the proposed approach is 
compared.

 

                  
(a) 

 

                   
(b) 

 

Figure 3: (a) Sample frames, (b) Extracted Objects 

figure 3 shows the sample frames 2, 5, 8, and 15 are the sample frames we used here and the extracted objects using anisotropic diffusion is shown in fig 3.b 

 

 

               
(c) 

 

 
(d) 

 
Figure: 4 (c) Segmented static objects using frame difference method (d) segmented dynamic objects using frame difference method 
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(e) 

 

       
(f) 

 

Figure: 5 (e) Shows the Segmented static and dynamic objects using intersection method, (f) Shows the Segmented static and dynamic objects using hybrid 

method 

 

                   

 
Figure: 6 shows the objects for morphological operation 

 

 

The figure 4 shows the segmented static and dynamic 

objects using frame difference method and the figure 5.(e) 

shows the Segmented static and dynamic objects using 

intersection method and the figure 5.(f)  shows the Segmented 

static and dynamic objects using hybrid method. The figure 6 

shows the morphological operation of the object for the 

corresponding sample frames. 

 

5.1. Performance Evaluation 

The performance of the proposed system is evaluated by the 

statistical measures like sensitivity and specificity. The output 

of the proposed system may be positive (Segmenting the 

objects) or negative (non-segmenting the objects). The output 

of the proposed system may or may not be match with the 

original status of the image. Consider the following setting for 

the statistical measures. 

 True Positive (TP): Valid objects correctly 

segmented. 

 False Positive (FP): Invalid objects                                       

incorrectly segmented. 

 True Negative (TN): Invalid objects correctly non-

segmented. 

 False Negative (FN): Valid objects incorrectly non-

segmented 

The sensitivity value represents the percentage of 

recognition of actual values.   Specificity value represents the 

percentage of recognition of actual negatives.  
Accuracy is degree of closeness of measurements of a 

quantity to its actual (true) value. The performance is also 
analysis by the kappa coefficient which is as below. The table 1 
represents the statistical measures of the proposed system for 
the different frames in a video sequence-I. 
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TABLE 1: SHOWS THE PERFORMANCE ANALYSIS OF TP, TN, FP, FN AND KAPPA-COEFFICIENT AND THEREFORE IT IS PROVED TO BE BEST WHILE COMPARING TO THE 

EXISTING METHOD. 
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Figure 7: shows the performance analysis of TP, TN, FP, FN and kappa-coefficient 

 

 

5.2 Performance analysing with existing methods: 

The comparison analysis is given here for the three videos. 
Hence the measure is taken for segmented areas of all the three 
videos and therefore the table and graph for all the three videos 
were shown below as follows: 

 

TABLE: 2 COMPARISON TABLE FOR STATISTICAL MEASURES OF VIDEO-I 

Fuzzy k-means 

clustering based 

segmentation 

Fuzzy C-Means 

Clustering based 

video segmentation 

Anisotropic 

diffusion based 

segmentation 

3308 3878 7403 

3954 5890 7788 

10419 16713 20145 

5225 7058 8067 
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Figure: 8 Comparison graph for statistical measures of video- I 
 

TABLE 3: HERE THE IMPROVED ACCURACY IS SHOWN FOR ALL THE THREE 

WORKS AND HENCE THE ABOVE THREE GRAPHS SHOWS THAT OUR FINAL 

PROPOSED TECHNIQUE TO BE BEST AND EFFICIENT METHOD FOR VIDEO 

SEGMENTATION. 

 

VI. CONCLUSION 

In this paper, we have proposed a hybrid video 
segmentation technique to segment both the static and dynamic 
objects. The segmentation process using the frame difference 
algorithm basically segments the objects by considering the 
key frame as background which only produced the motion 
difference from key frame with remaining frames. The 
proposed technique also utilizes consecutive frame intersection 
method which considers consecutive frame differences and 
hence provided better result. The addition of anisotropic 
diffusion method for extraction of objects in the video shots 
also proves to be effective in segmentation. The accuracy of 
the method is analyzed for different video sequence and the 
results shows that the proposed method is effective for 
segmentation. 

TP TN FP FN KappaCoff 

25049 67021 4730 1323 0.946722 

24912 67266 4622 1817 0.949664 

25302 67015 4483 1540 0.964804 

37096 66080 3624 2048 0.969907 

Fuzzy k-means 

clustering based 

segmentation 

Fuzzy C-Means 

Clustering based 

video segmentation
 

Anisotropic 

diffusion based 

segmentation 

21917 32693 39294 

21072 31385 38445 

21925 31503 38564 

40957 51500 52534 



International Journal of Science and Engineering Investigations, Volume 2, Issue 12, January 2013 56 

www.IJSEI.com            Paper ID: 21213-08 ISSN: 2251-8843 

REFERENCES 

[1] K.Mahesh, K.Kuppusamy, "A New Hybrid Algorithm for video 
segmentation" ,Springerlink, Advances in Computer Science, 
Engineering & Applications, Advances in Intelligent and Soft 
Computing Volume 166, 2012, pp 587-595. 

[2] K.Mahesh, K.Kuppusamy, "Video Segmentation using Hybrid 
Segmentation Method" , European Journal of Scientific Research ISSN 
1450-216X Vol.71 No.3 (2012), pp. 312-326. 

[3] K.Mahesh, K.Kuppusamy, "A New Hybrid Video Segmentation 
Algorithm using Fuzzy C Means Clustering" , IJCSI International 
Journal of Computer Science Issues, Vol. 9, Issue 2, No 1, March 2012 
ISSN (Online): 1694-0814. 

[4] Chih-Wen Su, Hong-Yuan Mark Liao, Hsiao-Rong Tyan, "Motion 
Flow-Based Video Retrieval", IEEE Transactions On Multimedia, Vol. 
9, No. 6, October 2007. 

[5] Michal Haindl, Pavel Zid and Radek Holub,"Range video 
segmentation”, Proceedings of the IEEE 10th International Conference 
on Information Science, Signal Processing and their Applications, 2010. 

[6] Ram Kumar Yadav, Sanjeev Sharma and Jitendra Singh 
Verma,"Deformation and Improvement of Video Segmentation Based 
on morphology Using SSD   Technique" IJCTA, Vol. 2, no. 5, pp.1322-
1327, 2011. 

[7] Kuo liang chung , Yan syun lai and Pei-ling huang,"An Efficient 
Predictive Watershed Video Segmentation Algorithm Using Motion 
Vectors”, Journals of information science and engineering, vol.26, 
no.699-711, 2010. 

[8] Sohaib Khan and Mubarak Shah,” Object Based Segmentation of Video 
Using Color, Motion and Spatial Information”, Proceedings of the 
Conference on IEEE Computer Society, vol.2, no.1, 2003. 

[9] Si Wu, Yu-Fei Ma, Hong-Jiang Zhang, "Video quality classification 
based home video segmentation" IEEE, 2005. 

[10] Alireza Fathi, Maria Florina Balcan , Xiaofeng Ren,James M. 
Rehg,"Combining Self Training and Active Learning for Video 
Segmentation”, British Machine Vision Conference,2011. 

[11] Eftychis Sifakis, Ilias Grinias, and Georgios Tziritas, "Video 
Segmentation Using Fast Marching and Region Growing Algorithms”, 
Processing of EURASIP Journal on Applied Signal, vol4, pp.379–388, 
2002 

[12] "Monochrome Video Segmentation": 

www.iiit.ac.in/research/cvit/icvgip00/I-69.pdf 

[13] Yasira Beevi C and S. Natarajan, "An efficient Video Segmentation 
Algorithm with Real time Adaptive Threshold Technique”, International 
Journal of Signal Processing, Image Processing and Pattern Recognition 
Vol. 2, no.4, December 2009. 

[14] ChunHui Cui, Qian Zhang, and KingNgi Ngan, "Multi-view Video 
Based Object Segmentation - A Tutorial", ECTI Transactions on 
Electrical Eng., Electronics and Communications, Vol.7, No.2 August 
2009. 

[15] M. EL Hassani, S. Jehan-Besson, L. Brun M. Revenu, M. Duranton, D. 
Tschumperle, D. Rivasseau, "A Time-Consistent Video Segmentation 
Algorithm designed for Real-Time Implementation”, proceeding of the 
13th IEEE International Conference on  Electronics, Circuits and 
Systems, pp.636 - 639, 2006. 

[16] Ramya G, Vidhyalakshmi J, A.Umamakeswari, "Character 
Identification In Videos Using Iris Recognition,” Journal of Theoretical 
and Applied Information Technology, Vol.28, No.2, 2011. 

[17] Alessandro Parolin, Guilherme P. Fickel, Claudio R. Jung, Tom 
Malzbender, Ramin Samadani, "Bilayer Video Segmentation For 
Videoconferencing Applications", Proceeding of the IEEE International 
Conference on  Multimedia and Expo , pp.1-6, 2011. 

[18] Yun Zhai and Mubarak Shah, "Video Scene Segmentation Using 
Markov Chain Monte Carlo", IEEE Transactions On Multimedia, Vol. 
X, No. Y, 2005. 

[19] Panagiotis Sidiropoulos1, Vasileios Mezaris, Ioannis Kompatsiaris, 
Hugo Meinedo, Miguel Bugalho, Isabel Trancoso,"Video scene 

segmentation system using audio visual features”, Workshop on Image 
Analysis for Multimedia Interactive Services (WIAMIS), 2010. 

[20] Kuo liang chung , Yan syun lai and Pei-ling huang,"An Efficient 
Predictive Watershed Video Segmentation Algorithm Using Motion 
Vectors”, Journals of information science and engineering, vol.26, 
no.699-711, 2010. 

[21] Vasileios Chasanis, Argyris Kalogeratos, Aristidis Likas, "Movie 
Segmentation into Scenes and Chapters Using Locally Weighted Bag of 
Visual Words", ACM International Conference on Image and Video 
Retrieval, 2009. 

[22] Dmitry Kinoshenko, Sergey Mashtalir, Andreas Stephan, Vladimir 
Vinarski, "Neural Network Segmentation Of Video Via Time Series 
Analysis", International Journal of Information Theories and 
Applications”, Vol. 18, No. 3, 2011. 

[23] S. Boltz, A. Herbulot, E. Debreuve, M. Barlaud, G. Aubert, "Motion and 
appearance nonparametric joint entropy for video segmentation" 
,International Journal of Computer Vision archive Vol. 80, No. 2, 
November 2008. 

[24] Gerald Friedland and Raul Rojas "Anthropocentric Video Segmentation 
for Lecture Webcasts", EURASIP Journal on Image and Video 
Processing, Vol. 2008, 2008. 

[25] Yasira Beevi C  and  S. Natarajan, "An efficient Video Segmentation 
Algorithm with Real time Adaptive Threshold Technique", International 
Journal of Signal Processing, Image Processing and Pattern Recognition, 
Vol. 2,  No.4, December 2009. 

[26] Yu-Li You, Wenyuan Xu, Allen Tannenbaum, and Mostafa Kaveh, 
"Behavioral Analvsis of Anisotropic Diffusion in Image Processing" 
IEEE Transactions of image processing, Vol. 5, No. 11, 1996. 

[27] Jose Lezama, Karteek Alahari, Josef Sivic and Ivan Laptev, "Track to 
the Future: Spatio-temporal Video Segmentation with Long-range 
Motion Cues”, In Proceedings of the IEEE Conference on Computer 
Vision and Pattern Recognition (CVPR), 2011. 

[28] Yining Deng and B. S. Manjunath, "Unsupervised Segmentation of 
Color-Texture Regions in Images and Video", IEEE Transactions on 
Pattern Analysis and Machine Intelligence, vol.23, no.8, 2002. 

[29] Çigdem Eroglu Erdem and Bülent Sankur, "Performance evaluation 
metrics for object-based video segmentation”, Proceeding of IEEE 
International Conference on Image Processing, 2001. 

 

Mr. K. Mahesh is working as an Associate 

professor in the Department of Computer Science 

and Engineering, Alagappa University, Karaikudi, 

Tamilnadu, India.  He has received his M.Phil in 

Computer Science from Bharathidasan University, 

Tiruchirapalli, Tamilnadu in the year 2006.  He has 

21 years of teaching experience at PG level in the field of Computer 

Science.  He has published many papers in international journals and 

presented his work in many National and International conferences.  

His areas of research interests include Video Segmentation, Video 

Processing, Clustering techniques, Image processing. 
 

Prof. Dr K.KUPPUSAMY is working as 

Professor in the Department of Computer Science 

and Engineering, Alagappa University, Karaikukdi, 

Tamilnadu, India. He has received his Ph.D in 

Computer Science and Engineering from Alagappa 

University, Karaikudi, Tamilnadu in the year 2007. 

He has 22 years of teaching experience at PG level 

in the field of Computer Science. He has published many papers in 

International Journals and presented many papers in National and 

International conferences. His areas of research interests include 

video processing,video segmentation ,Information/Network Security, 

Algorithms, Neural Networks, Fault Tolerant Computing, Software 

Engineering, Software Testing and Optimization Techniques. 

 


